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Preface

THE PURPOSE OF THIS TEXTBOOK

Our goal is to make the subject of production and operations management (P/OM)
interesting, even exciting, to those who are embarking on a career that involves
business of any kind. This includes the business of making profit, as well as not-
for-profit applications. Yes, P/OM applies directly to helping people who are under
stress (as in humanitarian operations) as well as for everyone striving to have a bet-
ter life. Since P/OM capabilities deal equally with goods and services, the fields of
hospitality, travel, healthcare, education, entertainment, and agriculture are as vital
a part of its purview as manufacturing.

This list of applications should be kept in mind when reading the section “To
whom is this text directed?” Managers in all of the fields listed above will benefit
from learning more about P/OM. We hope the reader will supply categories of per-
sonal interest that we skipped over such as sports and astronautics.

Since the beginning of mankind on earth, if the “busyness” process was suc-
cessful, then some form of profit sustained it. There is nothing ugly about mak-
ing money. Profitability is a requisite sign of smart management and productivity
achievement. Return on investment is the essence of sustainability. Studies show
that environmental concern enhances long-term profitability and generally is bene-
ficial to short-term profits as well. P#OM (more than other functional areas of busi-
ness, government, and not-for-profit organizations) impinges on the environment.
We used “busyness” to reflect both personal task performance and work-related job
performance. P/OM applies to both sides of the street. A disciplined manager is
unlikely to be bogged down by ineflicient processes at home.

P/OM’s use of energy, water, and even air to make goods and provide services is
functionally unique. The way that P/OM blends the talents of people with the power
of technology resides in a special domain that no one else occupies. Cooperation
with allies (e.g., specialists in energy, graphic arts, information systems, market
research, and managers of other technologies) is increasingly essential.

The special phrases of P/OM lingo (special language) reveal the extent to which
P/OM goals focus on critically important and totally unique endeavors. Let us
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look at a few of these “goal-oriented phrases,” for example, “we want to—increase
productivity, achieve zero defectives, reduce buffer stock, cut lead time, maintain
just-in-time delivery, remove waste, eliminate idle time, surpass breakeven volume,
protect environments.” In a globally connected world, it is vital to recognize—
P/OM controls the knobs that are instrumental in determining environmental
sustainability.

Being good at business is a necessity because the business of life is the system
of all transformation activities. It is the engagement of self and family, friends,
and associates, in creating food, clothing, shelter, transportation, entertainment,
as well as eating healthy foods, exercising, keeping stress under control, etc. P/'OM
is activity management. As a master of process control, P/OM is responsible for
maintaining healthy and positive work environments and that includes work places
that are ergonomic.

This particularly P/OM-oriented word is derived from two Greek words: ergon
meaning work; nomos meaning laws. The laws of work relate to designing jobs for
safety, comfort, and productivity. Wikipedia, calling this field HF&E, defines
human factors and ergonomics as “a multidisciplinary field incorporating contri-
butions from psychology, engineering, biomechanics, mechanobiology, industrial
design, graphic design, statistics, operations research, and anthropometry.” It is
important to point out that only P/OM is comfortable in many of these domains,
leading to eventual benefits and ensuing cooperation.

From product and process perspectives, the scientific study of measures and
proportions of the human body (called anthropometry) is essential for design-
ing products (like telephones and hammers) that fit well with all sizes of people
including children. Market research combined with anthropometry provides major
insights about likes and dislikes that people have for things that fit and those that
do not. Comfort is high on the list of consumer preferences.

On the job, assembling tires to cars used to be done by workers bending down
to put the tires on and drive home the bolts. Since P/OM began to catch the ear
of top managers, assembly conveyors lift all cars so workers™ positions are healthy
(optimal) for assembly. There are fewer back problems and, therefore, less absentee-
ism. That is good HF&E (and competent P/OM). Let us not forget, we learned
this and many other things about good production methods from Toyota. At the
same time, Toyota’s top management states unequivocally that Henry Ford laid the
critical groundwork without which Toyota could not have become an archangel of
automotive methodology.

Henry Ford established the value of sequenced assembly. There are no com-
petitive claims for being first. Henry Ford gets that award. Automotive plants on
a worldwide basis acknowledge Ford’s role in revolutionizing the field of P/OM.

Managers lacking the knowledge of how P/OM creates excellence are fighting
against the tide. P/OM is studied to allow for good management of every activity
that is directly and indirectly responsible for making products (goods and services)
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that people want. The fundamentals are obvious: get the right inputs (materials,
labor, money, and ideas); transform them into highly demanded, quality outputs;
and make it available in time to the end consumer. This input-transformation-
output model is fully developed in Chapter 1. It is a good idea for all students to
read this chapter first.

The field of study concerned with input—output management—and doing it
well—is P/OM. This is PPOM’s responsibility and it is deep in content, broad in

application, and powerful in determining organizational success.

TO WHOM IS THIS TEXT DIRECTED?

This text is an introduction to the clout of P/OM for those who have never stud-
ied P/OM. Just ask the workers who assemble tires to cars—hour after hour, day
after day. This text is an educational reentry point for those whose backgrounds
lack the systems approach to this subject. Those who studied P/OM using the
systems approach are like Cordon Bleu chefs. Everyone is an authentic expert
in distinguishing between Cordon Bleu quality and Greasy Spoon food. Those
who have studied P/OM as an assortment of techniques applied to a variety of
cases in a random-like way can profit greatly from the re-education that this text
provides.

Our presentation is at a level that students for the first course in P/OM will
welcome. Those who want to reach further can do so, but that is by choice. The
main concepts and their applications are readily available without requisite training
in mathematical manipulations. This textbook is particularly suitable for online
courses where students require detailed explanations of the problems. The step by
step solutions for all problems included in this book are available on the instruc-
tors” resource CD (IRCD). The students can review the material at their own pace.

The topics are modular, which means that instructors who like to start with
supply chain management (Chapter 9) and then move on to inventory management
(Chapter 5) and then quality management (Chapter 8) can do so in that order.
Major changes have occurred in how quickly product line stability is disrupted.
Competition reacts quickly and response must be rapid. Therefore, some instruc-
tors might prefer to begin with project management (Chapter 7) to reflect the con-
tinuous project mode required for fast redesign rapid response. Alternatively, some
teachers may prefer to start with Chapter 11 on Innovation by P/OM for New
Product Development (NPD) and Sustainability. The modular character of the text
permits many different journeys through the materials.

This also applies to the “Problem” section and/or “Review Questions” that are
presented at the end of the chapters. Instructors have access to Power Point presenta-
tions for each chapter, and these are equivalently modular. The key point to bear in
mind is that while references may be made to materials in preceding or following
chapters, understanding within all chapters is always independent of other chapters.
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WHY THE SYSTEMS APPROACH IS ESSENTIAL

The label “systems approach” has been bandied about by a variety of fields for
many years. Our use of the term is associated with direct problem-solving rather
than the philosophical general systems theory (GST) that was developed by Karl
Ludwig von Bertalanfly around 1950. GST had a biological foundation but was an
interdisciplinary approach to the interacting components of complex systems. For
P/OM, the systems approach is based on studying all elements related to creating
better products and processes.

Our text is permeated by such systems thinking, for example, strong interac-
tions abound between forecasting methods (Chapter 3), capacity management and
aggregate production planning (Chapter 4), inventory management (Chapter 5),
supply chain management (Chapter 9), and innovation by P/OM for new product
development and sustainability (Chapter 11). Students will not have to search for
them because they are delineated throughout the text.

This book does not hide the fact that its authors are subscribers to interdisci-
plinary and interfunctional solutions to problems. This proclivity follows from any
honest application of the systems approach. For societal organizations (profit and
nonprofit) to strive to solve problems, it is essential that all relevant disciplines team
up, share data, and cooperate. There are no party lines here. Problem-solving needs
to be based on optimizing organizational benefits.

Regarding cooperation, we need to clarify the field relationships of OM (opera-
tions management) to OR (operations research). In fact, traditional OR has now
strongly associated itself with a new catchy title, viz., analytics. Classic OR dates
back to World War I when the British scientific community led by physicist Patrick
Blackett developed quantitative models for submarine search and military logistics
(see Stephen Budiansky’s Blackett’s War: The Men Who Defeated the Nazi U-Boats
and Brought Science ro the Art of Warfare). Many developments of these 1940 scien-
tists have been absorbed in the body of P/OM practice at the present time.

There have always been neophytes who cannot seem to differentiate between
OR and OM. This Preface is an ideal place to set the record straight. Operations
research is quantitative modeling of decision processes. When the decisions relate
to planning for the production of goods and services, the modeling abilities of
OR are used by OM. However, operations management is hardly limited to math-
ematical and statistical modeling. A great deal of P/OM problem-solving is done
by experience with what works (know-how), common sense, logical analysis, and
clever heuristics (rules of thumb).

Analytics is like a flavor of OR with its emphasis on the use of “big data” to
resolve decision problems. The methods of “big data” include data-mining and
predictive analytics. The responsibility for organizing massive amounts of data
belongs to the information technology (IT) department. Apache’s Hadoop (high-
availability distributed object-oriented platform) is favored by many IT profes-
sionals. Although such matters are not within P/OM’s sphere of expertise, it is in
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P/OM’s interest to understand how an open-source software framework supports
data-intensive distributed applications.

This is because P/OM often embraces big data because solution of the problem
requires using it. For example, when inventories constitute a significant percent
of the operating budget of a company having thousands of SKUs (stock-keeping
units), to be able to analyze huge amounts of data concerning demand levels, lead
times by vendors, costs of materials, business-based carrying and order costs, etc.,
by computer provides a major payoff. Such databases are dynamic. They are chang-
ing all of the time, which requires big data methods to track the changes—and alter
inventory policies accordingly on a regular basis.

Material requirements planning (MRP) is a manufacturing scheduling appli-
cation which is extremely data-intensive. It is not included in this text because
its proper use requires experienced MRP managers whose scheduling abilities are
dependent on continuously updating their databases concerning the commonality
of (modular) parts in parent products, modified demand levels, finished goods, and
work in process (WIP) as well as materials inventories. Responsibilities for MRP
are lodged with both P/OM and IT executives. The models for MRP cut across
OM, IT, and OR analytics. As such, they rightfully belong to MRP—in its own
domain.

Simulation is another systems-oriented approach of great power that gets used
by OM and OR to solve extensive problems with complex linkages. Proper pro-
grams are written by computer experts from IT. Simulations are based on trying
to connect all of the causal factors that relate to solutions such as how well a new
airplane can fly in turbulence. Every person who has had a hand in any aspect of
designing, making, or assembling parts is involved with the simulated performance
of this airplane. This is a good illustration of interdependent responsibilities for
problem-solving. The focus transcends departments.

Successtul MRP or simulation leads to the question “whose success are we talking
about?” The answer is straightforward from a systems perspective. The organization’s
success is paramount. Often, in seeking success, each department in an organization
is faced with opportunities to look good (sometimes) at the expense of others. For
instance, the sales department might find that it can sell more product at a lower
price than production can deliver. The result is unhappy retail stores and customers.
Top management receives reports that the sales campaign was successful but produc-
tion’s inability to deliver product hurt the company’s bottom line. When departments
cooperate and work together toward a common goal, such damaging tradeoffs are
averted. Tradeoffs occur all the time that demand nonterritorial solutions.

Challenging problems cross department lines. Stage IV firms (Chapter 1) have
shown that coordination of what used to be traditionally separate functions pro-
vides substantial benefits. Tradeoff situations (where as one department does better,
another does worse) are commonplace in business and life. To do what is best for
the organization, tradeoffs must be coordinated. P/OM is very conscious of trade-
off models because they occur in so many aspects of production and operations.
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For example, in using quality control for acceptance sampling, it is always the
case that stringent criteria for the protection of buyers from defective products
will penalize suppliers by counting as defective a larger percentage of perfectly
good products. Vice versa applies. By increasing supplier’s protection, buyers will
be forced to accept more defective products. Chapter 8 on quality management
explains this effect.

Another important tradeoff example that persists for materials managers is the
well-known relationship between the number of items purchased in an order—and
the rate at which they are used up. With bigger orders, carrying costs go up and
ordering costs go down. This could result in fewer purchasing agents but a larger
warehouse is needed. Bigger orders are associated with the inventory philosophy of
just-in-case when compared to smaller orders being just-in-time. Production and
operations managers are generally very smart. They know it is better to overesti-
mate order size (not only because of just-in-case risk management, but also because
penalties for overestimating are lower than for underestimating).

INTERDISCIPLINARY COORDINATION

We continue to examine the implications of using the systems approach for P/OM
problems. This text reveals many useful applications, but there are important loci
(centers) of interdependencies that our Preface should address. Let us briefly con-
sider, in turn, the important sets of relationships between production and operation
managers and their colleagues in IT, market research, finance, accounting, and
marketing. The need to cooperate with I'T, OR, and analytics has been discussed
above.

Market research provides the eyes and ears for awareness of the needs, wants,
and complaints of customers from every demographic and market demand seg-
mentation. Financial management is a very powerful, full-fledged associate in deci-
sions about capitalization of technology. Process development is constrained by
these decisions which are illuminated by the application of breakeven analysis (first
explained in Chapter 10). See the Appendix for the fully developed breakeven anal-
ysis (as a straightforward quantitative model). After studying breakeven, students
agree unanimously: accounting is an essential P/OM partner to properly develop
the costs that breakeven analysis requires.

The interdisciplinary coordination is very important in designing supply chains
particularly with a growing focus on e-business (see Chapter 9). e-Business is a
multidimensional discipline involving the application of technology, the study of
customers’ attitudes, expectations, and satisfaction, the identification of internal
organizational environment, the study of the relationships among partners in the
supply chain, the development of collaborative strategies and coordination mecha-
nisms, and the development of analytical models for operating (e.g., inventory and
pricing) decisions. The e-business area has been influenced by the developments
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in many academic fields that include but are not limited to the following: behav-
ioral sciences, computer science, economics, information systems, marketing,
operations management, operations research/management science, and technology
management.

Chapter 11 will help to explain the critical and special interrelationship of P/OM
with marketing. There is an absolute necessity for strong cooperation between these
two primary players in new product and process development. Simply stated, prod-
uct life (in a growing number and variety of product classes) has gone from years
to months. The mobile phone bought in May could be technologically out-of-date
by September. Old dishwasher detergent (liquid or powder) has been replaced by
capsules; high-efficiency (HE) laundry detergents are now used with the new wash-
ing machines; laptop computers are competing with a huge choice of digital gad-
gets. Constant communication and intense connections between family members,
friends, and business associates are the essence of the information society which
experiences unexpected repercussions and unintended disruptive consequences
from the viral nature of sweeping attitudes.

New products are not sustainable if they are not conceived as a part of an evo-
lutionary product line. Evolutionary product lines require evolutionary process
designs. Chapter 11 describes these platforms for launching the next version of a line
of successive replacement products. This dynamic situation applies immediately to
goods—especially to electronics and telecommunications (E&T). As E&T become
dominant marketing features of automobiles, entertainment centers, living rooms,
kitchens, part of clothing (wearable technology), etc., the speeded-up disruptive
effects of E&T will become increasingly pervasive.

The changes apply to consumable goods as well. The effects of social media
lead to rapid alterations in a range of likes and dislikes. Whole Foods and The
Fresh Market are not transients to the supermarket scene. Publix is morphing to
match the organic and green appeal. Services may be slower to reflect the effects of
significant variations of the product line, but they are occurring. Better and more
personal services are the beneficiaries of the E&T revolution. This includes recom-
mendations for restaurants and competitive pricing advice from personal assistant
applications such as SIRI (on iOS devices), Google Now, Speaktoit, Robin, and
Sherpa.

The demographic that relies on digital implementations is youthful and even
younger. Not so gradually that demographic segment is replacing the part of the
population that is less reliant on E&T. The effect of this is that cross-discipline
communication and subsequent coordination between product designers, mar-
keters, and P/OM are becoming essential. The huge change taking place requires
reorientation of all organizations about how business will be conducted in the
twenty-first century. P/OM will be at the core.

Thus, the project management component of P/OM is no longer an auxiliary
aspect of the field. Instead, in the leading Stage IV companies, project management
is the organizing activity for developing the platforms for evolving synchronized,
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balanced, and harmonious product and process designs. The entire system has to be
viewed and understood. The whole system involves, for example, closed-loop supply
chains that require detailed and specific plans for the return of parts after product
life completion for remanufacturing, recycling, refurbishing, and retirement.

No wonder that the authors take a strong stand on the requirement for inter-
disciplinary organization of planning and problem-solving. They do not view it as
a luxury, but a necessity.



Epilogue

The fundamentals of production and operations management (P/OM) have been
undergoing substantial changes over the past two decades. P/OM books must
reflect these changes. They cannot be made relevant by adding and deleting chap-
ters. Repeated editions of existing books seem over-patched. We started this book
with the new fundamentals of our field as our foundation. This book is current in
topical coverage, succinct and affordable.

SKG
MKS
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Chapter 1

Introduction to
Production and
Operations Management

Readers’ Choice: PPOM History Archive

This archive (available at http:/www.nytimes.com/ads/people-
soft/) presents a series of New York Times archival articles
outlining the evolution of manufacturing. These articles were
specifically chosen to chronologically outline the manufac-
turing innovations man has made through time. Readers will
be taken back to the time of Henry Ford and the Industrial
Revolution to the leaders of today’s Fortune 500. The impor-
tance of history for the study of P/OM is that it is the only
way to explain the present state of the system and to predict
changes that are likely. Managers who are ignorant of the his-
tory of P/OM are operating at a great disadvantage. Historical
literacy pays off.

ARCHIVAL ARTICLES

Jan. 3, 1909; System: The Secret of Ford’s Success; By Henry
Ford. http:/www.nytimes.com/ads/peoplesoft/articlel.html

Jan. 11, 1914; Henry Ford Explains Why He Gives Away
$10,000,000; By Thos. A. Edison. http:/www.nytimes.com/
ads/peoplesoft/article2.html
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Dec. 18, 1927; What Lies Ahead For America? We Dream
of Utopias and Dread Domination by the Machine; By Evans
Clark. http://www.nytimes.com/ads/peoplesoft/article3.html

Sep. 9, 1945; Detroit: Reconversion Laboratory: In the
Motor City are Tested the Social and Industrial Problems of
a Nation Returning to the Ways of Peace; By Russell Porter.
http://www.nytimes.com/ads/peoplesoft/article4.html

Sep. 24, 1950; Inexpensive TV Sets; Mass Production
Techniques Account For A Wider Range of Receivers; By Alfred
Zipser Jr. http://www.nytimes.com/ads/peoplesoft/article5.html

Feb. 16, 1964; 50 Years Ago; By Sherwin D. Smith. http:/
www.nytimes.com/ads/peoplesoft/article6.html

Jan. 9, 1967; Computers: New Values For Society; By
Melvin Kranzberg. http://www.nytimes.com/ads/peoplesoft/
article7.html

Oct. 25, 1979; Technology: Light Industry Adding Robots;
By Peter J. Schuyten. http://www.nytimes.com/ads/peoplesoft/
article8.html

Sep. 28, 1980; Technology—Elixir for U.S. Industry; By
Anthony J. Parisi. http:/www.nytimes.com/ads/peoplesoft/
article9.html

Aug. 25, 1985; Break the Habits of Mass Production Putting
America’s Factories Back On Top; By Wickham Skinner. http:/
www.nytimes.com/ads/peoplesoft/article10.html

Dec. 7, 1998; Six Sigma Enlightenment: Managers Seek
Corporate Nirvana Through Quality Control; By Claudia H.
Deutsch. http://www.nytimes.com/ads/peoplesoft/article11.html

Aug. 21, 2000; New Economy: An Old-style Deal Maker
Takes Up The Cause of High Technology With Manufacturing
Over the Internet; By Barnaby J. Feder. http://www.nytimes.
com/ads/peoplesoft/article12.html

This chapter defines production and operations management (P/OM) and explains
how this management field is applicable to both manufacturing and services, as
well as to both profitmaking and not-for-profit organizations. This chapter also
elaborates the advantages of using the systems perspective, which links P/OM to all
other managerial functions in the organization.

After reading this chapter, you should be able to:

B Define and explain operations management and contrast
it with production management.
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B Explain categories of the systems approach and why they
are important to P/OM.

B Detail the systems approach that is used by PFOM.

® Understand how P/OM—using the systems approach—
increases the competitive effectiveness of the organization.

®m Understand why this book is titled Production and
Operations Management Systems.

® Distinguish between the application of PPOM to manufac-
turing and services.

B Explain how special P/OM capabilities provide competi-
tive advantages.

B Relate information systems to the distinction between pro-
duction and operations.

B Explain how the input—output (I/O) model defines produc-
tion and operations.

B Describe the stages of development of companies with
respect to OM and P/OM.

B Discuss positions in P/OM that exist in the organization
and career success in P/OM as a function of process types.

B Explain the effects of globalization on P/OM careers.

1.1 The Systems Viewpoint

Organizations are created to provide goods and services to the public. Goods refer
to manufactured, assembled, and processed items. Goods are tangibles that can be
produced before their actual use and they can be inventoried. Services, on the other
hand, are intangibles that cannot be inventoried. Services are provided at the time
when the customers need them. The study of P/OM is the study of operations and
processes leading to the creation of goods and services.

The terms “manufacturing,” “production,” and “operations” are used inter-
changeably in the literature and also in this book to represent the P/OM field.
Similarities and differences between these terms do exist and have been explained
in this chapter. However, if one term is more representative than the other to stand
for both P/OM, that term is operations management. Most production managers
will accept the appellation of operations manager but not vice versa. Therefore,
operations management can be used instead of P/OM. Also, OM can be used in
place of P/OM; however, PM is not a good substitute for P/OM unless only manu-
facturing is clearly involved.

In the current information age, the importance of scientific decision-making
has increased hugely. Organizations have grown in size; they continue to become
bigger and more global. With greater size, the complexity of operations has also
increased and the number of decisions to be made has expanded. Accurate and
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timely decisions are expected from every business executive to achieve organiza-
tional goals and to compete effectively in the marketplace. For making decisions
in this complex and dynamic environment, we propose and highlight the use of
“systems approach” in this book for studying, analyzing, and applying P/OM func-
tions. The systems point of view requires consideration of P/OM dealing with all
business functions, such as marketing and finance.

If the part that operations managers play is to be effective, it should be systems-
based. Compare the operations manager to the coach of a sports team. What is
the coach’s job for a baseball, football, basketball, or soccer team? It is to guide the
team to achieve competitive excellence. The coach knows that making the team
win requires coordinating the contributions of the individual players. Winning
takes teamwork, and the coach tries to develop that cooperative ability. Teamwork
skills require a systems viewpoint. The systems viewpoint means that everything
that is important to goal achievement is included in the analysis. If the goals can-
not be achieved, then the strategies must be changed. Instead of the sports analogy,
product line development can be used. The same teamwork requirement applies.

1.2 Strategic Thinking

The systems viewpoint requires strategic planning. Goals and strategies must be
congruent and realistic. Assume that the game being coached is called business
and that players’ positions are known as marketing, finance, operations, etc. The
successful coach emphasizes coordination of these functions to pursue a strategy
aimed at achieving the objectives. Apply this same statement to football, baseball,
basketball, soccer, etc., and it works as well. Managers of all functional areas need
to understand P/OM, and P/OM managers need to understand areas that interact
with their own. Understanding global competitors requires understanding their
strategies within the context of the international character of their operations man-
agement systems. That is why this text directs PPOM managers to focus on the use
of the systems approach for strategic planning and tactical actions. The need begins
with the development of strategies for product line planning. P/OM strategy is dis-
cussed in more detail in Chapter 2; innovation and new product development are
discussed in Chapter 11.

1.3 Explaining P/OM

P/OM is the work function that oversees making goods and providing services. Because
it provides what others sell, finance, and account for, it is an indisputable partner in
any business. Product line planning is the starting point for strategic planning.

This book will familiarize students with the language and abbreviations used by
production and operations managers—such as writing P/OM (or even faster, OM)
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for operations management. Important P/OM terms are explained in the text along
with their definitions.

The OM language describes methods, tools, procedures, goals, and concepts
that relate to the management of people, materials, facilities, energy, information,
and technology. Operations managers learn how to study a process by observing it
and mapping its flow; from that platform, its performance can be improved. OM
allows for the state of a production process to be assessed. P/OM often starts from
scratch with a new product line. In that case, what is known from prior experiences
must be brought to bear.

1.4 Use of Models by P/OM

The Greyhound bus driver is an operations manager assessing highway-driving con-
ditions. The driver knows how rain slows velocity (v), which cuts down miles that
can be driven per day (m). The manager in charge of operating the fleet of buses
could describe this relationship as follows: 7 = vz, where m is the driver’s output
in miles driven per 8-hour day, » is the velocity, measured in miles per hour, and
t= 8 hours. If » is 50 mph in clear conditions and 30 mph when it rains, then the
driver can achieve only 240 miles when it rains. The strategy of making up the 160-
mile difference must be clear to the driver in planning stops and achieving the bus’
final destination.

This method of quantitative description is often used by P/OM to build a
model—a representation of the real situation. The model permits P/OM to test the
effect of different #'s and v’s. A general quantitative model that describes output is
O = pt, where O is the output per day. O changes as a function of the production
rate per hour (p) and the hours worked (z). POM develops models to describe pro-
ductivity (p) as a function of scheduling, training, technology, and capacity.

There are various P/OM models used to make equipment selection, workforce
and production scheduling, quality control, inventory, distribution, plant loca-
tion, output capacity, maintenance, and transportation decisions, among others.
Decision models organize the elements of a problem into actions that can be taken,
forecasts of things that can happen that will affect the results, and thereby, the rela-
tive likelihood of the various outcomes occurring. Thus, decision models organize
all of the vital elements in a systematic way.

1.5 The Systems Approach

There are only two approaches that P/OM can use:

1. The functional field approach, and
2. The systems approach.
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With the functional field approach, operations management is expected to
perform its P/OM function with minimum reference to other parts of the busi-
ness, such as marketing and finance. The functional field approach concentrates
on the specific tasks that must be done to make the product or deliver the service.
This approach is tactical, not strategic. Many marginal firms use the functional
field approach (by default) because it is human nature to be territorial. Teamwork
requires caring and takes effort.

A typical organization chart—but with hierarchical details mainly for PPOM—
is shown in Figure 1.1. The P/OM department is headed by a senior vice presi-
dent of operations, who has the general manager as well as staff heads (for quality,
materials, and engineering) reporting to him or her. The chart also shows, without
details, marketing, finance, accounting, R&D, and other functions.

There are no lines connecting people in the other functional areas to people
in P/OM. The only connection is at the president’s level. Within the P/OM area,
there are a limited number of connections and these are hierarchically structured.
The traditional organization chart does not reflect the systems approach wherein
anyone can talk to anyone else if they are part of the problem or part of the solution.
Teamwork is difficult to achieve with self-contained functions.

This is called a “stovepipe” organization because each function operates as if it
has its own separate compartment with its own chimney.

The systems approach integrates P/OM decisions with those of all other busi-
ness functions. This is an integrated and coordinated team-playing model of the

President
and/or CEO ¢7 OM line of direct responsibility
[ [ | [ [ |

Product Research Vice
N ; and Accounting president of Marketing Finance
engineering 5
development operations
[ I [ ]
Vice president Vice president General Industrial
of material of quality manager engineering
[ | ] [ I ]
Inventory Distribution . Plant Work Process
Purchasing .
management management maintenance standards management
[ I ]
| Supervisor | Supervisor | Supervisor | Supervisor

Production line associates

Figure 1.1 Traditional organization chart showing self-contained functional areas.
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Systems
approach
I |
Systematic Systemic
[ [ ]
Introspection Extraspection Construction Contemplation
Analytic Synthetic Creative Holistic
reduction integration design meditation

Figure 1.2 Taxonomy (hierarchical classification) of the systems approach.

organization. The challenge is to make the firm perform as a team. The systems
approach entails having all participants cooperate in solving problems that require
mutual involvement. It begins with strategic planning and moves to tactical
accomplishments.

Muller-Merbach (1994) has provided a useful way of describing the systems
approach as a combination of concepts. Figure 1.2 depicts the various meanings
that he has associated with the systems approach.

“The systems approach focuses the consideration of wholes and of their
relations to their parts. The systems approach is necessarily comprehen-
sive, holistic and interdisciplinary. However, there are several types of
systems approaches around, quite different from each other and com-
peting with one another,” Muller-Merbach (1994) notes.

1.5.1 Using the Systematic—Constructive Approach

The systematic systems approach is considered the Western tradition, whereas the
systemic systems approach is characteristic of Eastern philosophies. The systems
approach this book uses is systematic: analytic, synthetic (i.e., synthesis), and
constructive.

The systems approach called introspection is based on the analytic reduction of
systems into their parts, which is characteristic of the sciences.

The systems approach called extraspection is characteristic of philosophy and
the humanities. It strives to integrate objects and ideas into higher-order systems
using synthesis. The field of general systems is closely associated with this effort to
develop meta-systems of knowledge.

Say that a computer stops working. Following introspection, it is opened up
and taken apart. By means of analysis, components are tested to find the cause of
the trouble.
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Synthesis is required to reassemble the computer. Using extraspection, perhaps
a better overall configuration can be found. In fact, a faster and better method for
maintaining all computers in the office may be invented.

Combine analysis and synthesis to obtain the third systems approach, called
construction. It is “characteristic of the engineering sciences and their creative
design of systems for practical purposes,” Muller-Merbach (1994).

Teamwork increases the effectiveness of introspection, extraspection, and con-
struction. Creative design that uses analysis, synthesis, and construction is the sys-
tems approach described in this book.

1.5.2 Why Is the Systems Approach Required?

The systems approach is needed because it produces better solutions than any other
approach, especially the functional field approach. It leads to better decisions and
provides better problem-solving for complex situations, enabling those that use it
to be more successful.

Think of the systems approach in terms of the sports team. If the players are
coordinated by communication and training, they play better, and win more
games. Similarly, in business, those using the systems approach are the leading
competitors in every industry.

1.5.3 Defining the System

Elements that qualify to be part of a system are those that have a direct or indirect
impact on the problem, or its solution—on the plan or the decision. Thus, a PPOM
system is everything that affects product line formulation, process planning, capac-
ity decisions, quality standards, inventory levels, and production schedules. A P/OM
system incorporates all relevant factors, that is, those related to P/OM with an effect
on the purposes and goals of the organization.

Figure 1.3 is a symbolic picture of a system. The shape (or core) encloses all fac-
tors that have a strong effect on the purposes and goals of the system. Weak forces
outside the core may also have to be considered.

Figure 1.4 shows an organization chart with the system’s shape mapped as a
circle across certain functions. This is meant to reflect the fact that problems and
opportunities include various people, departments, etc. The problem map cuts
across P/OM as well as certain specific parts of marketing and accounting,.

This is meant as a symbolic representation of the fact that people in departments
falling inside the shaded area are involved with the problem being considered.
Major responsibilities appear to fall within the domain of the general manager,
a particular supervisor, and plant maintenance. All other departments have only
partial involvement.

The key to understanding the relevant system is to identify all of the main play-
ers and elements that interact to create the system in which the real problem resides.
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- Weak interactions are outside the core of the system

sl Strong interactions are inside the core of the system

Figure 1.3 Representation of a system. Weak interactions are outside the core of
the system; strong interactions are inside the core of the system.

President
and/or CEO

¢7 OM line of direct responsibility

Product Research Vice
. R and Accounting president of Marketing Finance
engineering X
development operations
|
[ I I 1
Vice president Vice president General Industrial
of material of quality manager engineering
| |
[ [ | [ I ]
Inventory Distribution . Plant Work Process
Purchasing .
management management maintenance standards management
[ I 1
‘ Supervisor | Supervisor ‘ Supervisor | Supervisor
| | | |
LT (LT A T

Production line associates

Figure 1.4 Systems problems are mapped over a traditional organization chart.
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Even though the problem solution may be assigned to the operations management
team, the resolution requires cooperation of all the organizational participants in

the problem.

1.5.4 Structure of the Systems Approach

The systems approach requires identification of all the elements related to purposes
and goals. The question to be answered: What accounts for the attainment of the
goals?

1. The visual concept depicted in Figure 1.3 is one way of answering the
question.

2. Another way is to use a mathematical model that shows what accounts for
the performance of the system and the attainment of its goals. The equation
shown here can be read as “The goals y, are a function of all relevant factors x;

7
and #.” That is,
{)/,} = f{xlaxZJ'"3x]‘;t1st23"'7t]‘}- (11)

3. The systems approach requires control of timing. It is to be noted that
Equation 1.1 includes measures of time (#) as an important systems param-
eter. By recording conditions over time, it is possible to measure rates of
change which are also important systems descriptors. Timing is critical to
the performance of orchestras, sports teams, and business organizations. To
achieve synchronization of functions, and harmony, which are time-depen-
dent processes, the systems approach is required.

4. The systems approach demands teamwork. Coordination of all participants
is essential. Designing a productive process for making sandwiches or tooth-
paste, delivering packages, or servicing cars requires cooperation among all
members of the system. To operate a process properly, it is necessary for all
participants to have the systems perspective. In particular, the attainment of
quality calls for a dedicated team effort. A mistake by anyone involved in the
attainment of quality is like the weak link of a chain, which causes the whole
system to fail. For example, “the surgery was successful in every regard except
for the missing scalpel which may still be in the patient.”

1.5.5 Examples of the Systems Approach

As previously pointed out, managing a sports team is an excellent example of a pur-
poseful effort that is enhanced by using the systems approach. Another fine exam-
ple is the symphony orchestra whose conductor makes certain that all participants
are synchronized (on the same timeline). If the violins, woodwinds, and brass treat
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their participation as if they were separate functional fields, bedlam would result.
Everyone looks to the conductor to keep the components of the system related and
balanced. A well-run restaurant, hospital, school, or theater exemplifies the critical
importance of competent synchronization.

For current purposes, the main example to explore is a generic business model
whereby operations managers make products and/or deliver services. Using the sys-
tems approach to coordinate the business-unit team is essential to balance supply
and demand, meet schedules, minimize costs, guarantee quality-standards fulfill-
ment, maximize productivity, and optimize the use of critical resources.

For fun, a more abstract example that is widely known to both children and
adults might be useful at this point. Jigsaw puzzles strike a chord because being
able to assemble them smartly requires a systems perspective. Vision is needed to
relate the interdependent elements of pieces using clues of various kinds. Puzzle
difficulty increases when pieces are cut to look alike and little color differentiation
is provided. Edges are important when internal spatial characteristics send no real
hints concerning congruent outlines.

Puzzles become geometrically more difficult as the number of pieces increases.
Similarly, as a system becomes larger with more complex interactions, it becomes
more difficult to fachom its structure and to understand how it functions. Operations
management problems are composed of complex subsystems, which require inter-
functional communications to uncover patterns that relate the subsystems to the
whole system.

1.5.6 Designing the Product Line Using the
Systems Approach

The product line (goods and/or services) is the starting point of strategic thinking
for the firm as discussed in Chapter 11. Every factor relevant to the success of the
product line must be included in deliberations among all functional managers of
the business. The product line is tested against marketing assumptions.

Market research starts with the concept and later, after prototypes are made,
tests them in the marketplace. If services are the products, the same consider-
ations apply. Price points are conceived that should generate an expected volume of
demand for the chosen qualities of the products.

If the products test well, then P/OM designs processes for making and deliv-
ering them. Most of the time, process improvements can be suggested based on
changes in the design of the products. The costs of making and delivering the prod-
ucts, and the qualities of the products, are a function of materials and processes.

The discussion between marketing and P/OM involves finance as well. The
kind of processes used will determine investments required by P/OM to be under-
written by the financial managers. All business functions are involved in strategic
planning, which means that the systems approach is essential.
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1.6 Information Systems for Manufacturing
and Services

The growing recognition of the importance of the service function in manu-
facturing has broadened the situations to which the term operations is applied.
Manufacturers have become more comfortable with the notion that they must cater
to the customer’s service requirements. Information systems provide the necessary
data about customer needs so that operations management can supply the required
services.

Both services and manufacturing are increasingly responsive to—and controlled
by—information systems. Therefore, knowledge of computers, computer program-
ming, networking, and telecommunications is essential in both the manufacturing
and service environment. The field of analytics, which combines computer power
with huge amounts of data, has been growing exponentially as the comfort level
of managers with computers analyzing big data has improved. Massive amounts of
information can be stored and analyzed for the first time in the history of manage-
ment. P/OM is at the forefront of this systems-oriented evolutionary capability.

Schools of business include both goods and services under the term operations,
whereas industrial engineering departments are still inclined to teach “production”
courses. Nevertheless, there is inevitable convergence of both to an information-
dominated workplace.

Operations is the familiar management term for an information systems envi-
ronment, so the word “operations” fits nicely.

Programming and maintenance (both service functions) have become increas-
ingly important to manufacturing. Further, the relevance of service to customers
increasingly is viewed as a part of the total package that the manufacturer must
deliver. Manufacturing joins such distinguished service industries as transporta-
tion, banking, entertainment, education, and healthcare. In this regard, note the
following trends for manufacturing:

1. The labor component (the input of blue-collar workers) has been decreasing
as a percent of the cost of goods at an accelerating rate for over 50 years. In
part this explains the persistence of unemployment in the developed econo-
mies of the world.

2. The technological (and capital assets) component as a percent of the cost of
goods has been increasing for many years. In the past 20 years, this effect has
become multiplicative, with computers controlling sophisticated and costly
equipment across vast distances via satellites and networks.

3. As information systems play a larger part in manufacturing, highly trained
computer programmers (sometimes called gold-collar workers) and white-
collar supervisors add to growing sales and administrative (overhead) costs,
which have to be partitioned into the cost of goods. These costs are an increas-
ing percent of the cost of goods. Traditional methods for assigning these costs
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can lead to detrimental P/OM decisions. New accounting methods, called
activity-based costing (ABC), should be used to improve overhead account-
ing. A good introduction to ABC can be found in Kaplan and Cooper (1988)
and Kaplan and Anderson (2007). Operations managers need to discuss
these issues with their colleagues from accounting,.

4. The systems approach requires communication between functions and the
sharing of what used to be (and still are, in many traditional firms) mutu-
ally exclusive databases. The databases of marketing and sales, P/OM, R&D,
engineering, and finance are cross-linked when advantageous. This sharing is
crucial to enabling the systems approach to work. There are many examples of
both manufacturing and service industries where shared databases have been
installed and utilized successfully.

5. The technology of the twentieth century is moving rapidly into retirement
along with a lot of executives who grew up with its characteristics. The 21st
century is a different ball game with new players who feel free to deal with
the distinction between services and manufacturing as well as between opera-
tions and production in their own way.

Practitioners now have stepped into the twenty-first century, but they have yet
to get accustomed to it. It is a good bet that the taxonomy of the twenty-first
century will categorize production as a subheading under operations, and services
will be an integral part of manufacturing. Inter-functional planning with shared
information will be the norm and not the exception.

When a discussion applies equally well to both manufacturing and services, it is
often referred to as PPOM. As explained earlier, it is increasingly common to call it
OM. However, in this book, we will use the terms P/OM and OM interchangeably.
Because we are straddling the 20th and 21st centuries, we tend to use P/OM most
often. We do so to be as inclusive as possible.

1.7 Defining Operations

Operations are purposeful actions (or activities) methodically done as part of a
plan of work by a process that is designed to achieve practical ends and concrete
objectives. This definition is applicable to both manufacturing and services orga-
nizations. This interpretation further justifies the use of the term operations for
manufacturing. An operations manager is responsible for planning, organizing,
coordinating, and controlling organizational resources to produce desired goods
and services, which is the subject matter of this textbook.

1.7.1 Manufacturing Operations

Manufacturing operations transform materials into desired goods and products.
Operations can be described using different verbs and object phrases such as pressing
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and turning metal (on a lathe), cutting paper, sewing clothes, sawing and drilling wood,
sandblasting glass, forming plastics, shaping clay, heat-treating materials, soldering
contacts, weaving fabric, blending fuels, filling cans, and extruding wires. Similarly,
there are a variety of assembly phrases, such as snapping together parts, gluing sheets,
ficting components, joining pieces together, preparing (assembling) a burger. Products
such as automobiles, airplanes, televisions, furniture suites, computers, refrigerators,
and light bulbs are made in factories. On the other hand, fast-food chains such as
McDonald’s and Burger King view the assembly of sandwiches from meat, buns, and
condiments as a manufacturing application. Goods also include processed items such
as paint, milk, cheese, chemicals, etc. While there is a notable distinction between
fresh foods and factory foods, much of agriculture is a production process.

1.7.2 Service Operations

Service operations in the office environment are quite familiar, that is, filing docu-
ments, typing input for the word processor, and answering the phone. There are simi-
lar lists of verbs and objects that apply to jobs done in banks, hospitals, and schools:
granting loans, taking X-rays, and teaching classes are a few examples. Movies are
one of the biggest export products of the United States. Operations management
applies directly to entertainment, film-making, and sports. Administration of the
law is a major service industry that requires operations management. Law firms are
well aware of the importance of productivity management, information systems,
and quality improvement. Jobs available for operations managers of law firms are
one indication of the extent to which OM savvy lawyers are highly valued.

Those who have worked for UPS, Federal Express, or the post office are able to
list the various service operations related to delivering mail and packages. Those who
have worked for the IRS will have another set of job descriptions to define specific
operations that characterize tax collection activities of the federal government. Also, if
one has worked for The Gap, Banana Republic, Eddie Bauer, The Limited, Wal-Mart,
The Sharper Image, Kmart, Sears, or other retail operators, he or she will be able to
define processes that are pertinent to merchandise selection and pricing, outsourcing,
distribution logistics, display, and store retailing. The experience will have similarities
and differences with supermarkets that must also cope with dated products such as
milk and greens that speak for themselves (besides being labeled) regarding freshness.

Successful mail-order (and Internet) companies like Lands’ End, Amazon,
L.L.Bean, Victoria’s Secret, Norm Thompson, and Barnes & Noble are good exam-
ples of entrepreneurial firms that have struggled to master changes in technologies
to gain the operational advantages of smart logistics. Distribution, in retail, mail
order, and Internet B2C (business-to-consumer web customers), is a production
process that lends itself to all of the benefits that excellent information systems and
new technology can bestow.

The credit card business is another splendid example of a situation that com-
bines many aspects of service functions. MasterCard, VISA, and American Express
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are totally dependent on smart operations management to provide profit margin
excellence. The IT component of the credit card business model is almost trans-
parent, but it is still very difficult to do well with consistent performance. These
production processes are good examples of information systems operating under
high-volume flow shop conditions.

Disaster (crisis) management, another service area, is an emerging field within
the realm of P/OM. A disaster can be man-made through error and/or terror; or
nature-driven such as flooding, fires, earthquakes, hurricanes, and volcanic erup-
tions. With an increase in the frequency of disasters—both natural and man-
made—the importance of crisis management has increased. First responders to
crises must cope with needs of people buried, injured, starving, thirsty, and requir-
ing shelter. They need supplies and equipment. In this instance, crisis management
anticipates needs before they arise based on understanding the type of disaster that
is predicted. Dealing with the aftermaths of tragedies requires a priori analysis of
supply chains to deliver healthcare and subsistence. This point of view is under-
standable since alleviating human suffering deserves top priority.

From a systems perspective, the anticipation of catastrophes can sometimes
result in mitigation of damage. Under some circumstances, it can even prevent the
catastrophe from occurring. P/OM concepts can be used during various phases of
catastrophic events. Various phases include anticipating and stopping catastrophes,
mitigating catastrophes, and preparing for catastrophes.

P/OM procedures can stop catastrophes. There is no record of how many disas-
ters did not occur because good operational procedures detected problems and cor-
rected them before calamities resulted. There are, however, numerous instances of
where official reports confirmed that correctable conditions were detected but the
corrections were not made in time and disaster resulted.

As is later discussed in Chapter 11 (where sustainability is the P/OM topic
under consideration), operational procedures did not require a delay in the
Challenger space shot (§TS-51-L) on January 28, 1986. Postponement should have
been required because O-ring conditions had not been tested nor certified in very
low temperatures which prevailed on that day.

Many other examples can be cited including Space Shuttle Columbia (STS-107)
which experienced vehicle disintegration on February 1, 2003. Learning from this
event, design changes were instituted which would prevent similar tragedies from
occurring in future space launchings. The list of preventable accidents is extremely
large and further examples will be presented in Chapter 11 and other suitable parts
of this textbook.

P/OM can control impact severity. Bringing to bear mobile firefighters and
equipment of sufficient capacity to manage forest wildfires has helped reduce the
size of the burning areas. Similarly, taking steps to build up walls of sandbags has
helped limit damage in many flood areas. P/OM is well known for bringing ade-
quate supplies to staging areas before catastrophic events occur. Thus, Home Depot
had repair supplies on the move from dozens of states in the USA before hurricane
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Katrina struck New Orleans in August of 2005. Supermarket Publix moved food
and water to selected storage sites before hurricane Andrew decimated parts of
South Florida in August of 1992.

How much time is needed after a prediction of a stage 4 hurricane to strengthen
levees and dikes? There was more than enough time for the Army Corp of Engineers
to reinforce the levees around New Orleans. It was not done because the people in
control were politicians, not managers. Preparation for events that are highly likely
to occur can be short term (for necessities such as food and drugs) and also long
term for engineering construction projects.

P/OM dreams up various process crisis scenarios (like Toyota Production
System—TPS) and inculcates “best practice” response drills. P/OM knows how to
monitor the system’s dashboard which shows the degree to which various strategies
would have succeeded in saving the Titanic. Toyota designed the Andon (a signal
board or dashboard that flashes lights) to indicate root causes of problems. This
helps trace problems to their origins.

The methodology of P/OM was first developed by and for manufacturing,
but it has now been extended to services with great success. Service industries
involve an increasing percent of the workforce. Thus, more attention needs to be
directed toward achieving coherent and efficient operations for services. The service
industries include: hospitals, banks, restaurants, airlines, hotels, tourism, cruises,
educational institutions, departmental stores, government agencies, knowledge
management, and so on.

In the current era, the distinction between managing goods and service organi-
zations is diminishing, and there is a common body of knowledge that can be used
to manage both types of organizations effectively and efficiently.

1.7.3 Similarities and Differences between Services
and Manufacturing

There is less difference than similarity between P/OM in manufacturing and service
organizations. Manufacturing is the fabrication and assembly of goods, whereas
services generate revenues either independent of goods or to help the user of those
goods. Banking, transportation, healthcare, and entertainment are all services.
They change the customer’s location, financial condition, and sense of well-being.
Increasingly, manufacturers recognize the importance of servicing customers, and
service systems recognize the value of using manufacturing capabilities.
Similarities between services and manufacturing can be noted when service
operations are based on repetitive steps in information processing. Almost identical
methods apply with respect to production scheduling, job design and design of the
workplace, process configurations, and quality achievement. High-volume repetitive
operations on physical items (i.e., for fast foods or blood testing) constitute produc-
tion irrespective of whether they are categorized as manufacturing or services. Similar
analogies can be made for lower volumes of production and services delivered.
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The similarities stop and significant differences occur when the operations
involve contact between people. Person-to-person activities that require transfer
of information and/or treatments offered by one to another are difficult to sched-
ule; activity times vary more than with machines. Human-to-human interactions
involve many more intangibles than interactions between people and machines.
The contact aspect of services requires different methods for analysis and synthesis
than are needed for manufacturing systems.

At the same time, care should be taken to avoid stereotyping services as being
all too human and, therefore, difficult to control for quality and productivity. It
does a disservice to services to consider them quixotic or flawed by humanism,
while manufacturing is admired for its elegant, efficient technological component.
A most respected thinker, Levitt (1972) has written, “Until we think of service
in more positive and encompassing terms, until it is enthusiastically viewed as
manufacturing in the field, receptive to the same kind of technological approaches
that are used in the factory, the results are likely to be ... costly and idiosyncratic.”

The point to make is that services that are currently rendered in an inherently
ineflicient way often can be transformed into rational repeatable activities that
emulate the best of manufacturing environments. However, often is not always.
Some services are not amenable to the concept of manufacturing in the field. One
might be fearful if the services rendered by a doctor were based on a repetitive
manufacturing model. At the same time, many aspects of open-heart surgery are
the better for such systematization. The same can be said for blood testing, taking
X-rays, and other repetitious aspects of the healthcare business. Juxtaposed to this,
some products, such as artwork, are epitomized by being custom-made. They lose
most of their value if they are manufactured.

Another significant difference between the provision of services and manufac-
turing occurs because of inventory. It is not considered possible, usually, to stock
services. For example, when the machine-repairing person is idle, there is no way to
build up an inventory of repair hours that can be used when two machines go down
at the same time. In most service businesses, supply being greater than demand is
one of the great waste factors.

On the other hand, many companies use automated systems to provide cus-
tom-tailored information such as stock, bond, and mutual fund quotes for anyone
knowing the symbols. Phone-call requests for product information are answered by
a digitized voice that instructs the caller to use a Touch-Tone phone to input the
product of interest and his or her fax number. The appropriate fax is automatically
transmitted within a minute. This entire service transaction, without human inter-
vention, is becoming increasingly common and epitomizes automated manufactur-
ing and/or service processes. In this case, the supply of service hours is limited only
by the technology and there is no cost for supply waiting for demand.

Voice recognition technology is getting so good that a new era is about to occur
that will likely revolutionize the service function. Contacts by computer have
become kindly and comfortable to customers. Machine’s ability to understand
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customers’ responses has also altered the contact relationship. Logical reasoning by
computers for service requests is likely to be far better than what can be supplied
by outsourced, call-center employees whose native language and cultural milieu
are different from the caller’s. This voice recognition advantage of computers using
the Internet will alter outsourcing of call-center functions for banks, e-stores, etc.
Voice-directed picking technology (as well as goods receiving, put-away, replenish-
ment, and dispatch) is finding its way in streamlining warehousing operations;
source:  http://www.manufacturingdigital.com/technology/talking-sense-voice-
recognition-technology. SIRI, the voice of iPhone’s activated personal assistant, is a
noteworthy example of mobile voice interface.

1.8 Working Definitions of Production and Operations

The generic or collective definition of operations emphasizes rational design, care-
ful control, and the systematic approach that characterizes the methodology of
P/OM. Production/operations is a big umbrella that always includes services and
often includes manufacturing,.

P/OM is the systematic planning, execution, and control of operations.
This definition implies that management is needed to ensure that actions are
purposeful—designed to achieve practical goals and targets. P/OM makes sure
that the work is done methodically, that is, characterized by method and order. The
fact that a process is used suggests the presence of management to install a proce-
dure for working systematically.

Operations management is responsible for a plan of work—a thoughtful pro-
gression from one step to another. Plans require details for accomplishing work.
These details are often called the tactics of the plan. Practical ends are not realized
without operations management that is able to provide strategies and tactics for
public service objectives, which can include the ability to gain market share on a
bus route or participation in a recycling plan. Everyone wants to be able to gain
market share. Strangely, the same does not apply to profit. Non-profit organizations
pay salaries and provide services which are profits transformed—always labeled as
expenditures. There is a need to review why some organizations consider it embar-
rassing to make a profit.

Operations management uses methodology that consists of procedures, rules
of thumb, and algorithms for analyzing situations and setting policies. They apply
to many different kinds of service and manufacturing processes. In brief, opera-
tions management consists of tactics such as scheduling work, assigning resources
including people and equipment, managing inventories, assuring quality standards,
process-type decisions that include capacity decisions, maintenance policies, equip-
ment selection, worker-training options, and the sequence for making individual
items in a product-mix set.
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1.9 Contrasting Production Management and
Operations Management

What is the difference between production management and operations manage-
ment? Production is an old and venerable term used by engineers, economists,
entrepreneurs, and managers to describe physical work both in homes and in facto-
ries to produce a material product.

Operations management is a more recent term associated with services per-
formed by organizations such as banks, insurance companies, fast-food servers,
and airlines. Government jobs are also in the services. Healthcare providers,
including hospitals and schools, belong to the services category. Running the
Olympic Games is an operations management job. It is not surprising that there
has been a rapid growth of service jobs in the US economy. The current ratio of
service jobs to manufacturing jobs is nearly 4:1, compared to an approximate 1:1
ratio in the 1950%s. As a result, the number of people that are now engaged in
operations is far larger (and still growing) than the number of people that work
in manufacturing.

Manufacturers have come to view service to the customer as part of the quality
of the product line. This includes repairing defective products as well as providing
regularly scheduled maintenance. Auto manufacturers learned a great deal from
Acura when Honda launched that division with a service mission that eclipsed any-
thing in auto service that preceded it. One of the best automotive service operations
before Acura was Honda itself, so there was precedent to follow. Xerox, after los-
ing significant market share, began to establish strict guidelines for the maximum
allowable downtimes that would be tolerated for its copying machines. Until the
1990’s, IBM provided almost no service to its personal computer customers. After a
serious fall from grace, IBM changed its policy and became a full-service company
to all of its customers.

Having developed a successful consulting business model, which accounted for
most of its profits, IBM sold its personal computer product line to Lenovo, China’s
leading PC-maker, for $1.75 billion dollars in December 2004. Lenovo completed
the purchase of IBM’s PC division in May 2005, after receiving clearance from
the US Committee on Foreign Investment in March 2005. Lenovo became “the
world’s third-largest PC maker,” according to The New York Times, Business Day,
p. C5, May 2, 2005. After a rocky transition, earnings swung back to black in the
fourth quarter of fiscal 2007.

Lenovo inherited from IBM the right to sponsor the 2008 Beijing Olympics.
This included designing the 2008 Olympic Torch and supplying the digital foun-
dation of the Olympics administration. A year-long test period was designed by
Lenovo to check on all aspects of operations. Using 14,000 pieces of computing
equipment, Lenovo gathered and stored participants’ data, display scores, and orga-
nized all activities of the BOCOG (Beijing Organizing Committee for the Games
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of the XXIX Olympiad). This major undertaking dwarfed all operational control
systems employed by OM at prior Olympics.

In 2013, Lenovo became the “biggest PC supplier in the world.” This is accord-
ing to IDC and Gartner who track PC sales. In the second quarter of 2013,
Lenovo had 16.7%, HP had 16.3%, and Dell was third with 11.89%. This is
an interesting business case in which Lenovo exhibits the excellent characteris-
tics of a Stage IV company (see Section 1.15). Source: Mashable.com/2013/07/11/
lenova-emerges-as-worlds-biggest-pc-maker/

1.10 P/OM—The Hub of the Business Model

The product line of goods and services determines the operations needed to match
supply and demand. The business model combines marketing forces (including
competition), financial investments, and operating costs. This business model had
to be thought out in detail during strategic planning.

A product that cannot be made or delivered on time, with quality, and at an
acceptable cost must be referred back to marketing and general management. If
financial support is insufficient to develop a satisfactory process, that fact must be
referred back to finance and marketing. If employee resources are inadequate to
operate the processes, that fact must be referred back to HRM, marketing, finance,
and general management. These and other issues place P/OM at the hub (core and
center) of the business model.

The planning details (of the model), once accepted, have to be adhered to by all
of the business functions. When results do not jibe with plans, it is essential chat
all parties reexamine original assumptions and make adjustments as soon as prac-
ticable. As will be recognized from the following discussion, the functional field
approach cannot be accepted. Although this is true in general, it is particularly so
in a global business environment. The systems approach is essential.

1.11 Transformation Process

All operations management and production systems involve transformation. The
goal of the production/operations department is to transform the inputs (using labor,
machines, and materials) into desired qualities of goods and services at the mini-
mum cost. Alteration of materials and components adds value and changes them
into goods and services that customers want to own. The raw materials and compo-
nents before transformation could not be used—and therefore had no utility—for
the customer. Service conversions have customer utility even if no transfer of goods
takes place. The conversion may be a change of location or related to the customer’s
state of well-being (e.g., visiting the doctor, the repairperson fixes the air conditioner
on a hot summer day, or a rescue from a disaster area during a hurricane).
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The manufacturing transformation of raw materials into finished goods is suc-
cessful if customers are willing to pay more for the goods than it costs to make them
including selling expenses and other general and administrative costs. Consider
what has to be done to make a product. The raw materials for glass, steel, food, and
paper have no utility without technological transformations. New processes are
constantly being invented for improving the transformations and the products that
can be obtained from them.

The same transformation rules apply to services. The conversion is successful
if customers are willing to pay more for the services than it costs to provide them,
including selling expenses and other general and administrative costs. To illustrate
a service transformation, consider an information system in a bank. Depositing a
check in a bank results in the electronic transfer of funds (ETF) from the paying
account to the paid account, which is clearly an input—output transformation.

Another information transformation is to take raw data and turn it into averages
and standard deviations. The latter is characteristic of the operations aspect of market
research. As another service example, consider the transformation that is at the heart
of the airline business—moving people from one place (input) to another (output) for
profit. Other airline inputs are fuel, food, and the attention of the flight attendants.

Figure 1.5 represents a generalized input—output transformation model.
Generalized means that it is a standard form that could be applied to any system
where conversions are taking place. Inputs are fed into the transformation box—
representing the process. The “process” often includes many subprocesses. If the
process is to make a burger sandwich, then important subprocesses include cooking
the hamburger and toasting the buns.

The inputs are combined by the process, resulting in the production of units of
goods or the creation of types of services. The transformed units emerge from the
facility (factory, office, etc.) at a given rate. Time needed to carry out the transfor-
mation determines the production rate. The transformed inputs emerge as outputs
to be sold or used beneficially. The transformation model depicts work being done.
This work involves the use of resources made up of people, materials, energy, and
machines to achieve transformations.

Figure 1.6 illustrates an expanded version of the input—output transforma-
tion model. There are many boxes now within the transformation grid. Each
box represents operations that generate the product line, which can be goods or
services. Productive P/OM systems have well-designed transformations.

Input —) Transformation

Input—output is the basic P/OM model

Figure 1.5 Input-output transformation model.
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Figure 1.6 Expanded input—output P/OM model.

Transformations are being accomplished when people are served chili at
Wendy’s or when they give blood to the Red Cross, have their teeth cleaned by the
dentist, or visit Disney World to be entertained. A travel agency will have secured
the necessary reservations and tickets for the customer’s flight to Orlando, Florida,
and for the hotel. The travel agent designs the trip and fits it to the customer’s
specifications concerning dates and costs using reservation and other information
systems to complete all necessary transactions. It is a sign of the times that an
increasing number of customers are content to act as their own travel agent doing
all the transactions on the Internet. The explanations for their willingness to do
it yourself (DIY) are many, and travel agencies are adapting to the practices of
Priceline, Expedia, etc. Whoever makes the arrangements, when the desired out-
puts are fully specified, the transformations can be planned, along with the inputs,
and the plan can be carried through to completion. The culmination of the trans-
formation process constitutes the desired output—a visit with Mickey Mouse.

1.12 Costs and Revenues Associated with
Input-Output (1/0) Models

Cost management is a key function associated with all aspects of P#OM. A major
portion of the cost of goods or services originates with operations. Figure 1.7 is
meant to illustrate how costs are related to input—output models. Controlling costs
is of prime concern to all managers.

For the most part, costs are readily categorized into variable costs and fixed
costs. Generally, costs are considered to be easily measured, although the treatment
of overhead costs is subject to debate. Also, a variety of accounting methodologies
exist. The differences between them are not trivial because they can impact P/OM
decisions in significantly disparate ways. P/OM and accounting coexist in the same
system, and they are interdependent when the measurement of costs interacts with
P/OM decision-making. Quality, another key criteria associated with all aspects of
P/OM, interacts with costs in a variety of ways, as do productivity, timeliness of
delivery, and styles and sizes of products and services.
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Figure 1.7 Input-output P/OM model cost and revenue structure.

1.12.1 Inputs Associated with Variable (or Direct) Costs

The input components of the transformation model that apply to an airline trans-
portation process include fuel, food, crew pay, maintenance, and other costs.
Variable operating costs increase as there are more flights flown and more peo-
ple flying. Variable costs are also called direct costs because they can be applied
directly, without ambiguity, to each unit that is processed.

The same reasoning applies to a manufacturing example. The variable costs for
the inputs include labor, energy, and all of the materials purchased from suppli-
ers and used to make the product. Materials include raw materials, subassemblies,
semi-finished materials, and components. The more finished the purchased materi-
als, the less work that has to be done by the purchaser (i.e., less value can be added
by the purchaser). Less value-adding generally translates into less profit.

1.12.2 Transformations Associated with Fixed
(or Indirect) Costs

When Delta or American Airlines buys aircraft from Boeing or Airbus Industries,
the airline increases its already substantial fixed cost investment in planes. Fixed
costs are also called indirect costs because they are part of overhead and must be
allocated to units of output by some formula. Often the charge per year—called
depreciation—is calculated by dividing the cost of the investment by the number of
years in the estimated lifetime of the investment. For example, a $30 million aircraft
with a 15-year lifetime would generate $2 million of depreciation per year. This is
called straight-line depreciation because the amount per year does not change.
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DEPRECIATION

Dividing the total cost of an asset to reflect how much of that cost applies to
each period of its useful life.

Finance with P/OM’s assistance must control how much overhead has to be
paid even when no positive cash flow (revenue) is coming into the company.

There still remains the question of how to allocate a portion of the $2 mil-
lion as an applicable charge for a particular passenger flying from Milan to New
York on that aircraft. Determining the appropriate fixed costs to be charged to
each job, unit made, or passenger mile flown is a joint responsibility of P/OM and
accounting.

Delta and American airlines also have investments in maintenance facilities,
airport terminals, and training and education systems, as well as in their workers
and management. The payments that airlines make to support the operations of
airports generally are fixed and not variable costs. Airports—Ilike factories—are
major fixed-cost facilities; treat them as fixed costs because the same expenses must
be met no matter how many flights depart or arrive there. However, if part of the
airport charges is based on the number of flights an airline makes, then both fixed
and variable (input) costs must be considered.

1.12.3 Outputs Associated with Revenues and Profits

Passengers pay the airline for transportation. The number of passengers (units) that
are transported (processed) by the airline is the output (sometimes called through-
put to emphasize the output rate) of the system. It usually is measured by passenger
miles flown system wide (or between two points) in a period of time. Throughput
is managed to balance supply (seat capacity) and demand (for seats). The demand
level for transportation between any two points is related to marketing factors, not
the least of which is the price for a round-trip ticket.

All airlines do not charge the same amount for a round-trip ticket. By adjusting
price, aitlines often can affect the percent occupancy of their flights. Such market-
ing decisions are part of the total system that affects operations. These marketing
decisions typify the need for systems coordination to relate P/OM with the other
functional areas within the framework of the transformation model. Southwest
Airlines (SWA) has used efficient operations to maintain low costs. This allows
them to charge low prices. This business model has made SWA uniquely profitable
even though others have been trying to emulate SWA including Spirit which may
have even fewer frills. JetBlue, Virgin America, and EasyJet (in Europe) are among
other “low-cost airlines.”
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The manufacturer can measure output in terms of the number of units of each
kind of product it produces. Because there may be many varieties such as sizes and
flavors, it is usual P/OM practice to aggregate the output into some common unit,
such as standard units of toothpaste produced. Both forms of information would
reflect the variability of demand, but the aggregate measure much less so than the
detailed product reports. Depending on the demand levels, the marketing depart-
ment could stimulate sales by dropping prices or raising prices to slow demand that
is exceeding supply capabilities.

If lower prices are effective in generating new business, then the demand is
said to be elastic to price. When there is price elasticity, operations must keep
costs down so that the advantage of low prices can be obtained. Marketing ulti-
mately controls the volume of business that production must process. Financial
planning has determined the operating capacity for peak demand. This, in turn,
translates back to the dollar amount of inputs that need to be purchased to meet
demand.

The systems perspective is required to make sure that all participants are con-
nected directly to the revenue-generating capacity of the I/O system. The informa-
tion system helps to foster the process of keeping connected. Many kinds of data are
regularly transmitted between participants. For example, information about what
is selling—and what is in stock—Ieads to production scheduling decisions. It also
leads to initiatives by the sales department. The levels of inventory are perpetually
examined to make sure that no stock outages occur, and care is taken to keep track
of what is in the finished goods inventory.

1.13 P/OM Input-Output Profit Model

The purpose of this section is to link the equation for profit—which is critical
for people in business—to the input—output transformation model. The I/O profit
model is derived from the costs and revenues shown in Figure 1.7. The model
assigns the costs and revenues of the traditional equation of profit to the inputs, the
outputs, and the transformation process—all based on a specific period of time (2).

In Equation 1.2, total costs, 7C, are subtracted from revenue, R, yielding profit,
P:

P=R-TC. (1.2)

In Equation 1.3, total costs, 7C, equal the sum of total fixed costs, FC, and
total variable costs, Q. The latter is the variable costs per unit () multiplied by (Q),
which is quantity (volume) in production units for the time period (2):

7C = FC +nQ. (1.3)
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Equation 1.4 represents the calculation of revenue, R, where price per unit, p, is

multiplied by Q, sold in (2):

R = pQ. (1.4)

Equation 1.5 is the statement of how the factors of profit (P) come together. It
is useful in other ways as well. Setting profit equal to zero and solving for demand
volume provides the breakeven volume. Breakeven analysis is discussed in detail
in Appendix A. Questions surface about how demand volume changes according
to the prices charged. Another interesting issue is the relationship of FC with v as
discussed below:

P=R-TC=pQ—-FC-nQ =(p—-n)Q - FC. 1.5)

Nothing in the structure of the profit model has changed over time; the equa-
tions are the same. What has changed is the technology that the fixed costs can
buy, and, in turn, that investment affects the variable costs. In addition, there have
been major changes in the knowledge base about the productivity of processes and
the quality they can deliver. Knowledge has been developed that affects the volume
of output that the fixed costs can deliver. It is the production system (or the system
of operations) embedded in the profit model that has changed a great deal. The
performance of the input—output transformation system has been altered, resulting
in increased productivity of the system. The architecture of the operating system
has been changing for many years, but recently at an accelerated rate. The system is
more productive and less labor-intensive.

1.14 Productivity—A Major P/OM Issue

Productivity is a critical business variable that directly impacts the “bottom line™
improved productivity raises net profits. P/OM is responsible for the productiv-
ity of the process. This is such a critical factor in a company’s overall success that
excellence in productivity achievement is a major P/OM issue. Productivity mea-
sures the performance of the organization’s processes for doing work. Productivity
is defined as the ratio measure of output (O) divided by input (I). Operations
management views the measurement of productivity as essential for assessing the
performance of an organization’s productive capacity over a specific time period
and in comparison to the competition. When outputs are high and inputs are
low, the system is said to be efficient and productive, but everything is relative or
should we say competitive?

Productivity is relatively easy to measure for physical goods. It is more difficule
to find appropriate measures for some services outputs such as units of education
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or healthcare. Creative knowledge workers provide other instances of intangible
outputs that are highly valued, but elusive to calculate. The effort has to be made to
appraise the value of these outputs in a standardized way to provide a benchmark
(or standard) for measurement. The detailed discussion of the concept of productiv-
ity and its measurement are discussed in Chapter 2.

1.15 The Stages of P/OM Development

The profit model operates differently according to the stage of development of the
company’s input—output operating system. This strategic issue must be understood
by the functional area managers and addressed in a coordinated fashion. The stage
reflects the degree to which a company’s activities have been coordinated and car-
ried out. Thus, stage determines company effectiveness (ability to do the right
thing) and efliciency (ability to do the thing right). As a company improves its
stage of operations, it is expected that its profitability will increase. However, it is
necessary to relate the company’s stage of development to that of its competitors.

Each company’s input—output profit model indirectly and directly reflects the
impact of the competitors’ input—output models. The cost structures, prices, vol-
umes, and profit margins reflect the influence and extent of the competition. If the
competitors all are at the same stage and one of them starts to move to a higher
stage, the expected result is that the advancing company will gain market share,
while the remaining companies experience a decrease in share and volume. This then
gets translated into higher variable costs and lower profit margins. P/OMs must be
involved in competitive analysis, which means that the company’s planning partici-
pants fully understand the stages of development of all competing companies.

How a company manages its profit model provides insights into the role that
P/OM can play in a company. Decisions concerning capacity and the resulting
economies of scale capture only a portion of the story; the extent to which new
technology is utilized to offset high variable labor costs also plays a part. The
development stage relates as well to the management of the throughput rate, qual-
ity attainment, and variety achievement.

Stage I companies operate on the premise that there is no competitive advantage
to be gained by changing the production process. Therefore, the process usually is
relatively unrefined and often rudimentary and out-of-date. Management, seeing
no leverage in processes, pays minimal attention to production and operations.
Stage I firms squeak by on quality. Because the competitors are not much bet-
ter, everyone appears indifferent. In such firms, management and its resources are
insufficient to do more than keep up with demand. Survival occurs only when and
if the competition is in the same boat. The indifference to quality also happens
when the company believes that repeat business is not going to occur no matter
how good the product they deliver. For example, how likely is it that a tourist to
Antartica will return in the near future?
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Internally Externally
Neutral Stage I Stage I1
Supportive Stage III Stage IV

Figure 1.8 Stages of P/OM development.

Internet-based communication, which is fast and available to everyone, also
influences repeat business and evaluations. So the family that will not return to
Antartica may write: although we will not return soon, we want others to know
how terrible X’s service was and how indifferent all of X’s employees were to our
needs.

Marginal firms do not survive long in a market that is dominated by higher-
stage companies. Figure 1.8 provides a simple matrix for categorizing stages of a
company’s P/OM development. This is applicable to manufacturing and service
product lines.

At the other end of the spectrum, there are companies that use operations to
gain unique basic advantages through the development of special capabilities. The
concept of competing on capabilities is clearly formulated by Stalk et al. (1992). The
advantages gained can vary from speeding up distribution to tactical superiority
in managing inventories, or product preeminence obtained from effective product
development and total quality management (TQM).

Stage IV companies practice continuous improvement (CI), which means that
they persistently remove waste. They aggressively seek to innovate in their unswerv-
ing pursuit of quality for competitive dominance. Stage IV companies have a high
level of basic advantages that are unique to them, whereas Stage I companies have
virtually none of these advantages. Stage II and III companies fall in-between on
various scales of performance and degrees of advantage.

This approach is based on work done by Wheelwright and Hayes (1985), cited
in their article in the Harvard Business Review. They have created a framework
applicable to manufacturing firms. This approach also utilizes work by Chase and
Hayes (1991) detailed in their article in the Sloan Management Review. Their frame-
work is applicable to service firms. The discussion that follows puts together the
concept of stages of development for both manufacturing and service firms.

1. A Stage I company is centered on meeting shipment quotas and providing
service when requested. C&H call it “available for service” and cite, as an
example, a government agency. A Stage I company has no planning horizon
and is predisposed to be indifferent to P/OM goals. It is reactive to orders and
has no quality agenda. Worker control is stressed. The company is not con-
scious of special capabilities for itself or for its competitors. W&H describe
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such firms as being internally neutral, which connotes that top management
does not consider P/OM as being able to promote competitive advantage and,
therefore, P/OM is kept in neutral gear.

2. A Stage II company manages traditional P/OM processes and has a relatively
short-term planning horizon. It makes efforts to secure orders and to meet
customers’ service desires. The primary goal of Stage II companies is to control
costs. Quality tends to be defined as products or services that are not worse
than some standard. These companies consider the most important advantages
to be derived from economies of scale, which means that as output volume
increases, costs go down. W&H describe such firms as being externally neu-
tral; they strive to have parity in P/OM matters with the competition.

3. A Stage III company installs and manages manufacturing and service pro-
cesses that are equivalent to those used by the leading companies. C&H
describe this as “distinctive service competence.” A Stage III company makes
efforts to emulate the special capabilities of the best companies. Quality
and productivity improvement programs are utilized in an effort to be as
good as the best. Stage III firms have a relatively long-term planning horizon
supported by a detailed P/OM strategy. W&H describe such firms as being
internally supportive, meaning that P/OM activities support the Stage III
company’s competitive position.

4. A Stage IV company is a P/OM innovator. It has short- and long-term plan-
ning horizons that are integrated. Long-term P/OM planning requires excel-
lence in project management to bring about changes needed to adapt to new
circumstances, conditions, and environments. Short-term P/OM involves
meeting standards by controlling the production process. Both short- and
long-term considerations are crucial elements in the success of the firm. Both
require that P/OM be a part of the top management strategy team because
the production processes are held to be a source of unique advantage gained
through special capabilities, as are product and service design.

Stage IV companies aggressively seek to innovate product design and develop-
ment while assisting environmental improvements in pursuit of sustainability
goals. For example, Wal-Mart, teamed with GE, announced (August 2000)
that in the next 12 months the plan was to sell 100 million compact fluores-
cent lamps (CFL). The idea is to replace incandescent bulbs on a broad basis.
In October 2013, Wal-Mart launched a new line of LEDs on a nationwide
basis at competitive pricing. There is no doubt that LED lamps will replace
CFLs in the next wave of innovation. Market replacements, on this scale, are
a great deal of hard work for P/OM and others. Thomas Edison, inventor of
the incandescent bulb, said that “Genius is 1 percent inspiration, 99 percent
perspiration.” Stage IV companies do not shirk the hard work.




30 ® Production and Operations Management Systems

Project management is a P/OM responsibility that offers significant advan-
tage to those in operations management who know how-to-use project manage-
ment methods to innovate quickly and successfully for competitive advantage.
Wheelwright and Hayes (1985) describe such firms as externally supportive, which
means that competitive strategy “rests to a significant degree on the firm’s manu-
facturing capability.” Chase and Hayes (1991) conclude that Stage IV firms offer
services that “raise customer expectations.” Stage IV firms use the systems approach
to integrate service and manufacturing activities.

It takes a lot of work to progress through successive stages. It is unlikely that an
existing P/OM organization can skip a stage. Only with total reorganization is it
possible for a Stage [ company to become a Stage II] or IV company. Reengineering
(REE), which is defined as starting from scratch to redesign a system, is an appeal-
ing way to circumvent bureaucratic arthritis and jump stages. However, it is costly
and, if not done right, has a high risk of failure. Mastery of this P/OM text will
lower that risk.

1.16 Organizational Positions and Career
Opportunities in P/OM

To qualify for an operations management job, there are several reasons it helps
to have an undergraduate degree in business or an MBA. First, P/OM is at the
hub of the business model. This requires an understanding of the various func-
tional business partners to achieve successful strategic planning. Second, there are
many concepts to learn and a special P#OM language to master. A single, introduc-
tory course in P/OM will not suffice. The system’s perspective is instrumental for
success. This requires knowledge about the various business functions including
marketing, finance, accounting, and human resources management. Vice versa, a
marketing career is enhanced by an understanding of P/OM. The same applies to
careers in all other functional areas.

1.16.1 Career Success and Types of Processes

It is essential when talking about careers in P/OM to recognize that one of the
major differences in P/OM jobs relates to the kinds of processes that are involved in
the transformation of inputs into outputs. This means such things as the continuity
of processing, the number of units processed at one time, the volume of throughput
between setups, and the degree of repetition of the operations.

It can be seen from the historical development of P/OM that manufacturing
started with custom work, which in many ways resembles an artist at work. For
example, the shoemaker who fits and makes the entire shoe for each customer is
an artist in leather. Most often, the left and right shoes differ. However, for store-
bought shoes, customized attention to fitting the customer is not possible. The
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science of sizing clothing, shoes, etc., is not well developed, so everything that is
not customized fits almost everyone poorly. Different systems of sizing are used
throughout the world which increases customer dissatisfaction. The situation pro-
vides entrepreneurial opportunities for innovators in the P/OM field.

Services often are of the custom variety. The medical doctor sees one patient at
a time and treats that patient as warranted. Service processes can prosper by mak-
ing them more like manufacturing. In time, manufacturing learned how to pro-
cess small batches efficiently. Some service systems, like elevators, lend themselves
to batch processes. Various medical experiments have been conducted for treat-
ing a batch of patients at one time with a team of healthcare providers. Shouldice
Hospital in Toronto repairs hernias on a flow shop-type production line.

Continuous flow processes were developed by a variety of industries, including
chemical processors, refineries, and auto assembly manufacturers. Fast-food chains
try to emulate this kind of process to handle a continuous flow of information and
to assemble sandwiches. Until the late 1970’s, there were basically three different
ways to get work done. A fourth (flexible processes) was added when computers
began to change the way processes were designed. The four categories are

1. Project. Each project is a unique process, done once, like launching a new
product, building a plant, or writing a book. Both service providers and man-
ufacturers need to know how to plan and complete projects that are associ-
ated with the evolving goals of “temporary” organizations. Projects appeal
to people who prefer non-repetitive, constantly evolving, creative challenges.
Projects do not attract people who opt for a stable environment and the secu-
rity of fixed goals—associated with the flow shop. There is a unique profile
of people who prefer the project environment to other process types and who
excel in that milieu.

2. Batch processing. Facilities are set up, and 7 units are made or processed at a
time. Then the facility is reset for another job. When 7 = 1, or a very few, it is
called custom work, and it is done in a custom shop. When 7 is more than a
few, and the work is done in batches, it is called a job shop. The average batch
size in job shops is 50. The work arrangement ceases to be a job shop when
the work is done in serial flow shop fashion.

With the job shop, many different kinds of goods and/or services can be
processed. As the batch size gets larger for manufacturing or services, more
effort is warranted to make the process efficient and to convert it to a seri-
alized production system. Job shops, with their batch production systems,
appeal to people who prefer repetitive assignments within a relatively hectic
environment. The job shop generally involves a lot of people interactions and
negotiations. The tempo of batch production is related to the variety of the
product line and thereby the number of setups, cleanups, and changeovers.

3. Flow shop processing. As the batch size increases so that production can be
serialized, either continuously or intermittently, it is rational for both
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manufacturing and services to pre-engineer the system. This means that bal-
anced flow is designed for the process before it is ever run. It is expected that
variable costs will decrease as the fixed cost investments in equipment increase.
Continuous process systems require a great deal of planning and investment.
Flow shops run the gamut from crude setups arranged to run for short periods
of times (such as days or weeks) to continuous process systems that have been
carefully designed and preengineered for automation. The more automated
processes appeal to people who like a controlled, stable, and well-planned sys-
tem. The lower costs of flow shop production are related to economies of scale,
for example, the investment in consistent process quality can be justified.

4. Flexible (programmable) processing systems. As far back as the 19807, a new
process category began to emerge that continues to grow faster than any other
P/OM segment. Flexibility is derived from the combination of computers
controlling machines, making this option the high-tech career choice. People
who enjoy working with computers prefer these technologically based envi-
ronments. There are two aspects to this attraction. First is the application of
the technology to do the work, and second is the programming of the com-
puters to instruct and control the equipment that does the work. Associated
with the adoption of the new technology is much experimentation. Openness
to learning is essential because the systems are continuously changing and
need high levels of adaprability. People who like to work with high technol-
ogy are attracted to this process configuration which is related to the achieve-
ment of mass customization (discussed in Chapter 11).

An assessment has found that this category continues to grow, but the
extent of its application has narrowed. Flexibility has been stymied by design
constraints and higher costs than had been expected. Each product design
decision removes degrees of freedom for further design opportunities. The
second crankshalft is easier to make than the seventh one. While progress has
been slowed, there is belief that mastery of flexible technology will continue
to be improved. Investments in flexible manufacturing systems are condi-
tioned by the payoffs resulting from being able to increase variety without
incurring large setup costs for each new product design made on the same
production line (called economies of scope). As noted above, this is also inter-
related with the achievement of mass customization. There is increasing evi-
dence that the tipping point for mass customization is near.

Many people prefer working with a specific type of process. There are also peo-
ple who prefer to work in either manufacturing or services; these issues usually are
more important than type of industry preferences. For an example of the first kind,
autos, airplanes, and computers are associated with assembly-oriented industries.
Real advantages often accrue to companies that hire employees from similar but
not the same industries. Alan R. Mulally exemplifies this versatility. As President
of Boeing Commercial Airlines he was a force behind the 767 and 777. William
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Clay Ford (Bill) hired Mulally as President and CEO of the Ford Motor Company.
When asked how he could make that switch, he is said to have replied: “An auto-
mobile has about 10,000 moving parts, right? An airplane has two million, and it
has to stay up in the air.” Since becoming CEO of Ford Motor Co. in September of
2006, Ford has had a resurgence of success.

Hiring across service industry types is also popular. A person having expertise
in the hotel business is likely to be courted for employment by resorts, theme parks,
and restaurants. The Ritz Carlton Corporation has made some remarkable competi-
tive strides with respect to the quality of hotel service that can be applied broadly to
the entire hospitality class of service. Club Med, which represents one of the best of
the resort industry, has a very strong—transferable—P/OM orientation. Club Med,
Cirque du Soleil, and Four Seasons Hotels and Resorts are operations management
cases in the Harvard Business School series (see Horovitz, 1990). Media and enter-
tainment are two other service areas with a strong draw on career selection.

Certain industries and services have intense regionality, that is, Florida,
Hawaii, Mexico, and the Caribbean represent a cross-section for the resort busi-
ness. Thailand was building a reputation for an exotic holiday destination until
the tsunami destruction (December 26-27, 2004). It has since rebuilt its beaches,
hotels, restaurants, and reputation. Brazil, Greece, Tahiti, and Bali are some other
resort destinations to analyze.

Michigan, OH, and within the last 30 years, many Southeastern states of
the United States are bechives of automotive activities. At one time, only Detroit
was known as the center of the carmaker’s world. Then Toyota, Honda, Subaru,
Hyundai, Mercedes, and BMW found new locations far away from Detroit.

New York City, a leader in financial markets, is also a prominent location for
product lines in publishing and entertainment; Amsterdam and New York City are
preeminent sources for diamond cutting and sales, respectively. Starbucks is grow-
ing in Japan, and tourists walk past Starbuck’s Cafe in Beijing’s Forbidden City in
China. Global locations compound the complexity of career decisions in operations.

1.16.2 Operations Management Career Paths

There are many different kinds of P/OM careers. No one can describe all of them
because the scenarios of opportunity are always changing and expanding. Consider
the actual pattern of developments that started with Y2K (the year 2000). The Y2K
fear was that computers would be unreliable when the calendar shifted from 1999
to 2000. Computers, with fixes for changing 2-digit dates into 4-digit dates, worked
well. However, as the year 2000 loomed, people became irrational. Technology
hardly failed at all. Billions were spent in anticipation and preparation for a crisis
that did not occur.

Events have helped to shape the character of P/OM jobs. The Enron failure
led to Sarbanes—Oxley revitalizing the importance of operations-oriented account-
ing to identify real costs and revenues. The World Trade Center disaster of
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September 11, 2001, completely altered the management of security operations at
airports in scope and importance. New P/OM jobs are being added continuously as
crises and disasters receive increasing attention from the media.

Career paths differ according to whether line or staff positions are chosen. Line
positions mean responsibility for producing products or services. The term comes
from working on the production line. Staff positions by definition are not on the
production line, but supportive of the line. Staff positions provide information,
guidance, and advice on topics such as cost, quality, suppliers, inventories, and
work schedules. Titles for both line and staff positions vary in different companies,
and specific details of responsibilities would differ for each position. However, the
generalities regarding accountability remain the same.

Knowing about career paths provides a useful perspective for a person start-
ing the study of P/OM. It should be noted, however, that the field is dynamic
and changing. It is involved in organizational experimentation with teamwork and
the systems approach. The use of multifunctional teams is increasing and likely to
spawn new kinds of positions and career opportunities. Also affecting the P/OM
role is evolving technology. The rate of change is accelerating.

1.16.3 Global Aspects of Career Paths

Among the vast possibilities of exciting new careers are managers of global P/OM
support networks, which need to connect and synchronize factories and service
systems located all over the world. P/OM is an international endeavor. With the
North American Free Trade Agreement (NAFTA), and the General Agreement on
Tariffs and Trade (GATT), the European Union (EU) has become a giant market
for goods and services as well as a new environment for manufacturing and service
operations (see “View Partnerships Through Trade” at http://wwwustr.gov).

The Pacific Rim has come alive with manufacturing, and great new markets are
opening up in Southeast Asia. The off-and-on again agreement to create a free trade
zone for the Americas stretching from Alaska to Argentina (34 countries includ-
ing the United States) is yet another potential indicator of the internationalization
of operations management. Suppliers from everywhere will be competing in the
global market. A career in P/OM will involve much travel and an equally large
amount of global communication. P/OM careers will require ability to coordinate
and synchronize systems on a global scale. The global P/OM managers will need to
be familiar with local culture and customs for effective management of their opera-
tions, and being multilingual will definitely be an asset.

In the following list, 12 traditional career paths are provided that highlight dif-
ferences between line and staff positions. Manufacturing jobs are followed by a list
of service professions. Both include line and staff positions. Titles only approximate
the progression from top through middle management to first-level management.
For services, there is an even greater problem to get titles that fairly represent pro-
gression through the management hierarchy.
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P/OM Careers in Manufacturing—Line
1. Corporate Vice President of Manufacturing
2. Divisional Manager of Production
3. Plant Manager
4. Vice President of Materials Management (and Supply Chain Management)
5. Project Manager of Transitions
6. Department Foreman or Forelady, Department Supervisor

P/OM Careers in Manufacturing—Staff
7. Director of Quality
8. Inventory Manager, Materials Manager, or Purchasing Agent (and Supply
Chain Manager)
9. Production Schedule Controller
10. Project Manager/Consultant (Internal or External)

11. Performance Improvement Manager
12. Methods Analyst

P/OM Careers in Services—Line
1. Corporate Vice President of Operations
2. Divisional Manager of Operations
3. Administrative Head
4. Department Manager or Supervisor
5. Facilities Manager
6. Branch Manager or Store Manager

P/OM Careers in Services—Staff
7. Quality Supervisor
8. Materials Manager or Purchasing Agent or Supply Chain Manager
9. Project Manager/Consultant (Internal or External)
10. Staff Schedule Controller
11. Performance Improvement Manager
12. Systems or Methods Analyst

By explaining a few of these titles in more detail, it is possible to provide quick
insights into various aspects of the P/OM field. Also, it further clarifies differences
between manufacturing and service systems.

1.16.4 Manager of Production or Operations:
Manufacturing or Services
The manager of operations in services and the production manager in a manufac-

turing plant are in line positions, meaning that they are responsible for the inputs,
the outputs, and the transformation process. These managers oversee the people
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and technology doing the job, which could be preparing and serving food; taking
blood and giving shots; or making DVDs and programming robots on the line. As
a rule, they report to a corporate vice president, who has multifunctional responsi-
bilities, or they report directly to the president of the company. Middle managers
and selected staff functions report to the manager of production or operations.

For example, department supervisors report to the manager of production and
operations. The supervisor’s position is a line job. In manufacturing, the supervi-
sor, who is often called foreman or forelady, oversees some part of the production
process. In service operations, the supervisor title describes the person responsible
for some specific function such as reservations or insurance premium collection.
The supervisor of a call center can have hundreds of people working for him or her.

This is a high-level position, but the character of the job depends upon the stage
of the company. In Stage IV firms, this person will regularly be invited to lunch in
the board room because of top management’s keen interest in operations.

1.16.5 Inventory Manager, Materials Manager, or Purchasing
Agent (and Supply Chain Manager)

The inventory or materials manager holds a staff position that is accountable for
controlling the flow of input materials to the line. The function of this job is to
determine when and how much to order, and how much stock to keep on hand.
There are myriad titles associated with these jobs. Many manufacturing and some
service firms have vice presidents of materials management because the cost of
materials as a percent of the total cost of goods sold is high. In service firms such
as Starbucks and JetBlue Airways, materials are similarly important. Service firms
tend to have a larger labor cost component, and the airlines have high fixed costs.
Nevertheless, the cost of coffee has been rising, and fuel costs have been volatile and
very high. The inventory managers might consider hedging when purchasing coffee
and kerosene.

1.16.6 Director of Quality

There are a great number of jobs in the quality assurance area and even more titles.
Most of these jobs are stafl’ positions that range from auditing quality levels to
doing statistical analyses for control charts. The director of quality or quality man-
ager (who could be a vice president) is in charge of the various quality activities that
are going on in the firm.

In some companies, line workers have been given quality responsibilities, so it is
possible to find supervisors with quality team assignments and organizing quality
circles. Quality adjustments to inputs, including vendors, and to the transforma-
tion process are common. Quality positions usually focus on improving the quality
of outputs by inspecting for defects, preventing them from happening, and cor-
recting their causes. Quality management is just as important in service firms as it
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is in firms manufacturing goods, but it is more elusive to measure what customers
consider quality and, therefore, more challenging to deal with service quality.

1.16.7 Project Manager/Consultant (Internal or External)

There are important P/OM jobs relating to projects. These can include the devel-
opment of new products and services as well as the processes to make and deliver
them. Constructing a refinery, putting the space station into orbit, writing this text
online, and producing a paper textbook are all projects. Consultants, both internal
and external, are usually engaged in project management. External consultants are
employees of a consulting firm. P/OM is an excellent background for providing
entree for a consulting career. Internal consulting applies only to the company for
which the employee works (e.g., GE, UPS, FedEx, W. L. Gore & Associates, and
Amgen are companies that have very successful records using their own internal
employees as project consultants).

During volatile business times, transition management is used with vari-
ous scenarios such as downsizing, turnarounds, and business process redesign.
Companies have created positions that indicate responsibility for some form of
transition in the job title. For example, a project manager of transitions is in charge
of downsizing or rightsizing the company, turnarounds (restoring a company that
is in trouble to good financial health), and reengineering (starting from scratch
to redesign the firm). Various new job titles have appeared such as outsourcing
manager and the transformational CEO, which indicate that the management of

change is taking place. For a variety of good references, see Change Management
in Wikipedia.

Summary

Chapter 1 begins with an explanation of P/OM. It presents the role of P/OM in
strategic planning for the product line and subsequently for the processes that are
required to make, fashion, and deliver the products. It explains why the systems
approach is essential for successful strategic planning of the business model using
coordination of all functions of the business.

Next, the systems approach is defined as systematic and constructive meth-
odology using systems taxonomy. The implementation of the systems approach
employed by P/OM is detailed and explored with examples applied to manufactur-
ing of goods and to services. In this context, production management is compared
to operations management. Chapter 1 explains how information systems play a
vital role in both manufacturing and services. Also, the basic model of P/OM—the
input—output transformation model—is developed, along with the costs and rev-
enue that are associated with its use. This leads to a discussion of the input—output
profit model and how it has changed over time.
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Stages of P/OM development are introduced with attention paid to special
capabilities (strategic and tactical) derived from P/OM that allow a company to
reach highly competitive stages of development. This leads to deliberation about the
kind of P/OM positions that might be encountered by other functional managers
in the organization, as well as the type of careers that P/OM offers.

Review Questions

1

2.

5.

6.

. What is operations management? Define OM. Compare it to P/OM.

Distinguish between P/OM and POM.

What are the differentiating characteristics of services when compared to
those of manufacturing? Illustrate the distinctive aspects of each by naming
industries and citing specific companies that represent each.

. To what category of P/OM does hotel management belong? What fixed and

variable costs are appropriate for this industry?

. To what category of P/OM does agricultural management belong? What

fixed and variable costs are appropriate for this industry?

To what category of P/OM does healthcare management belong? What fixed
and variable costs are appropriate for this industry?

How do information systems relate to operations management?

7. Why is the systems approach essential to assure real participation of P/OM in

8.

10.

11.

12.

13.
14.

15.

16.

a firm? What does the systems approach have to do with company strategy?
What types of costs are usually associated with inputs? Give specific examples
from the education field.

. What costs are identified with the equipment that provides transformations?

Give specific examples from the fields of manufacturing and transportation.
How do outputs convert into dollars of revenue? How are these dollars related
to fixed and variable costs as described in Questions 3, 4, and 5?

Explain the stages of P/OM development and try to identify some companies
that might be representative of each stage.

What changes have occurred over time in the following profit model?

P=(p—-n)Q - FC.

Describe career paths of P/OM for both manufacturing and service systems.
Would a human factor analysis (statistical) of the length of feet correlated
with the width of feet and the height and weight of a person (for each gender)
result in shoe sizes that better accommodated customers?

Would an ergonomic analysis (statistical) of the length of legs for slacks corre-
lated with the waist of those slacks and the height and weight of a person (for
each gender) result in slack and trouser sizes that fit their customers better?
What differences exist between human factor studies and ergonomic studies?
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Problems

1.

Develop the transformation process to (a) make wine, (b) bake bread, and
(c) produce wooden lead pencils (consult http://science.howstuffworks.com/
question465.htm).

. Draw the input—output model that could be used to run a successful restau-

rant. Label the variable costs for labor and materials, and detail those costs.
What fixed costs apply to this model?

. Draw an input—output model for a Starbucks store. Label as many of the

specific and detailed inputs and outputs as you can. (Figure 1.7 is a model
of categories to include.) What transformations link inputs with outputs? (It
is helpful to visit a Starbucks store. Observe operations. If possible, talk to a
manager about how drinks are assembled.)

. Repeat what you have done in Problem 3 for a Dunkin’ Donuts store. Make

a detailed comparison between Starbucks and Dunkin’ Donuts.

. A manufacturing plant and equipment cost $150 million and are estimated to

have a lifetime of 25 years. Straight-line depreciation is to be used. Additional
fixed costs per year are $4 million. Variable costs are $1.25 and price is set
at $3.25. State annual profit when annual volume, in million units, is (a) 10,
(b) 2.5, (c) 5 and (d) 8. What is the breakeven volume in millions of units for
cach level of demand?

. A call center and its equipment cost $120 million and are estimated to have a

lifetime of 30 years. Straight-line depreciation is to be used. Additional fixed
costs per year are $6 million. Variable costs are $2.50; price is set at $3.75.
State annual profit (or loss) if annual volume in millions of units is (a) 10 and

(b) 8.

. A manufacturing plant and equipment cost $200 million and are estimated to

have a lifetime of 20 years. Straight-line depreciation is to be used. Additional
fixed costs per year are $5.5 million. Variable costs are $1.50 and price is set at
$2.50. What will annual profit be if the annual volume is 10 million units?

. A service center has installed a new computer system with local area network-

ing at a cost of $1.6 million. The system is expected to serve for 8 years, and
straight-line depreciation is acceptable. There are additional fixed costs of
$300,000 per year. This service repair center charges each customer a flat fee
of $30. The variable costs are $20. What will profit be if the annual volume is
(a) 50,000 units? (b) 25,000 units? and (c) 75,000 units? What is the break-

even point?

. Four companies are described as follows. Characterize each in terms of the

stage of P/OM development that seems appropriate. Classify each situation

and explain the reason for the classification used.

a. 'This manufacturer pays little attention to the quality of the product. The
owner is convinced that customers are plentiful but not loyal. Hard sell is
stressed.
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b. 'This service organization tries to keep up with its competitors by copy-
ing everything they do as soon as possible. The president believes that
development costs are saved and that being a fast imitator results in a
competitive advantage.

c. 'This manufacturer is constantly working at being as good as the best
of the competitors. They have improved quality repeatedly while hold-
ing costs constant. The production manager participates in strategy
formulation.

d. This service organization aims at global leadership based on the finest
operations in the world. The service is constantly being improved, which
gives the organization a proactive leadership role in its industry.

P/OM History Archive

This archive presents a series of New York Times archival articles outlining the evo-
lution of manufacturing. These articles were specifically chosen to chronologically
outline the manufacturing innovations man has made through time. Readers will
be taken back to the time of Henry Ford and the Industrial Revolution and up to
the leaders of today’s Fortune 500.

Archival Articles

Jan. 3, 1909; System: The Secret of Ford’s Success; By Henry Ford. hetp://www.
nytimes.com/ads/peoplesoft/articlel.html

Jan. 11, 1914; Henry Ford Explains Why He Gives Away $10,000,000; By
Thos. A. Edison. http://www.nytimes.com/ads/peoplesoft/article2.html

Dec. 18, 1927; What Lies Ahead For America? We Dream of Utopias and
Dread Domination by the Machine; By Evans Clark. http://www.nytimes.com/
ads/peoplesoft/article3.html

Sep. 9, 1945; Detroit: Reconversion Laboratory: In the Motor City are Tested
the Social and Industrial Problems of a Nation Returning to the Ways of Peace; By
Russell Porter. http://www.nytimes.com/ads/peoplesoft/article4.html

Sep. 24, 1950; Inexpensive TV Sets; Mass Production Techniques Account For
A Wider Range of Receivers; By Alfred Zipser Jr. hetp://www.nytimes.com/ads/
peoplesoft/article5.heml

Feb. 16, 1964; 50 Years Ago; By Sherwin D. Smith. http://www.nytimes.com/
ads/peoplesoft/article6.html

Jan. 9, 1967; Computers: New Values For Society; By Melvin Kranzberg. http://
www.nytimes.com/ads/peoplesoft/article7.html

Oct. 25, 1979; Technology; Light Industry Adding Robots; By Peter J. Schuyten.
hetp://www.nytimes.com/ads/peoplesoft/article8.html
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Sep. 28, 1980; Technology—Elixir for U.S. Industry; By Anthony J. Parisi.
http://www.nytimes.com/ads/peoplesoft/article9.html

Aug. 25, 1985; Break the Habits of Mass Production Putting America’s Factories
Back On Top; By Wickham Skinner. http://www.nytimes.com/ads/peoplesoft/arti-
cle10.html

Dec. 7, 1998; Six Sigma Enlightenment: Managers Seek Corporate Nirvana
Through Quality Control; By Claudia H. Deutsch. http://www.nytimes.com/ads/
peoplesoft/articlel1.heml

Aug. 21, 2000; New Economy: An old-style deal maker takes up the cause of
high technology with manufacturing over the Internet; By Barnaby J. Feder. htep:/
www.nytimes.com/ads/peoplesoft/articlel2.html
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Cole, R.E., What Really Happened to Toyota? MIT Sloan Management Review, 52, 4,
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Drucker, PF, The Emerging Theory of Manufacturing, Harvard Business Review, May—June
1990, pp. 94-102.
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Business Review, March 2012.
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Review, January—February 1985, pp. 99-109.

Source of Video Clips on Manufacturing

Alliance for Innovative Manufacturing (AIM): How Everyday
Things Are Made.

Stanford University, through a cooperative venture with industry partners in the
Alliance for Innovative Manufacturing (AIM), takes students on plant visits and
guided tours of many kinds (see hetp://manufacturing.stanford.edu).

The material is exceptionally well designed and informative. Over 40 different
products and processes with almost four hours of video are available to build an
understanding of how things are made. For example, there is a 13-minute video
on how to make glass bottles. Some other “how they are made” products include
motorcycles and their engines, cars, chocolate, and clothes. Knowledgeable guides
talk to the viewer through the stages and steps of processes as well as products.
There are 12-minute clips on casting, 20-minute clips on molding plastics, 17-min-
ute clips on forming and shaping, 5-minute clips on machining, and 4-minute clips
of video on assembly operations.

Dr. Mark Martin hosts many other experts from industry in this enlightening
excursion. Do not miss this chance to learn what successful P/OM students need to
understand about both manufacturing and services. P/OM practitioners have to be
conversant with every process detail.

Otherwise, the car will not move, the cake will not bake, the cost per unit will
not be competitive.



Chapter 2

Strategy, Productivity,
and History

Readers’ Choice

Beinhocker, E., 1. Davis, and L. Mendonca, The 10 Trends You
Have to Watch, Harvard Business Review, July—August 2009,
pp. 1-6. The authors state that organizations have to focus on
all resources to be competitive.

Biema, M.V., and B.C. Greenwald, Managing Our Way to
Higher Service-Sector Productivity, Harvard Business Review,
July 1997. The authors argue that manufacturing techniques are
applicable to service sector to improve productivity.

Drucker, P.F., Emerging Theory of Manufacturing, Harvard
Business Review, May—June 1990, pp. 94-102. The theory of
manufacturing proposed by Drucker includes statistical qual-
ity control, new developments in manufacturing accounting,
modular organization, and systems approach.

Drucker, P.F., Knowledge-Worker Productivity: The Biggest
Challenge, California Management Review, Winter 1991, 41(2),
pp- 79-94. Drucker lists six major determinants of knowledge—
worker productivity that include clear task definition, make
workers responsible, continuous innovation, learning and
teaching, focus on quality.

Hayes, R.H., and G.P. Pisano, Beyond World-Class: The
New Manufacturing Strategy, Harvard Business Review,



44 ®m Production and Operations Management Systems

January—February, 1994, pp. 77-86. The authors stress the
importance of strategic flexibility in a turbulent environment.

Kumar, N., Strategies to Fight Low Cost Rivals, Harvard
Business Review, December 2006, pp. 1-9.

Levitt, T., Production Line Approach to Service, Harvard
Business Review, September—October 1972, pp. 2-11. Levitt
argues that if customer service is consciously treated as “man-
ufacturing in the field,” it will get the same kind of detailed
attention that manufacturing gets.

Ric, M., J. Calhoun, and D. Stevens, The Next Revolution
in Productivity, Harvard Business Review, June 2008, pp. 1-10.
The authors focus on the role of new web-based developments
in improving productivity.

Skinner, W., Manufacturing—Missing Link in Corporate
Strategy, Harvard Business Review, May-June 1969, pp.
113-121. Skinner advocates for a top-down approach for
manufacturing operations. According to this approach, the
manufacturing policy is developed starting with the company
and its competitive strategy.

Skinner, W., The Focused Factory, Harvard Business
Review, May—June 1974, pp. 113-121. Skinner states that a
focused factory provides avenues to avoid sub-optimization of
individual elements and promotes identification and building
on competitive strength. A sharp focus results from good sys-
tems perception.

Starr, M.K., Modular Production—A New Concept,
Harvard Business Review, November—December 1965, Vol. 43,
No. 6, pp. 131-140. Starr noted the potential strategic impact
of designing products for manufacture which share common
components. Also see Starr, Martin K., Modular Production: A
45-year-old Concept, IJOPM, Emerald, Vol. 30, 2010.

This chapter illustrates the competitive edge organizations gain by using P/OM plan-
ning and decision-making. P/OM is the only function responsible for creating and
running highly productive systems. If P/OM is not included in strategic planning,
the odds are that productivity will be lower than it could be and lower than that of
the most serious competitors. Less than best productivity is a severe handicap.

If P/OM knowledge and experience is included in strategic planning, pro-
ductivity will be factored into all considerations. This kind of systems thinking
is essential for maximum productivity. The history of operations management has
been to continually invent methods that raise productivity. Some of these methods
include better and better technology, off-shoring, and the return to on-shoring and
training.
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Several opinion leaders and thinkers in manufacturing field have put forward
their ideas about manufacturing strategy, theory, and productivity. A few of these
are described in the following paragraphs.

Skinner (1969), in his article, Manufacturing—Missing Link in Corporate
Strategy, has advocated for a top-down approach for manufacturing operations.
According to this approach, the manufacturing policy is developed starting with
the company and its competitive strategy. Skinner states, “... that only when basic
manufacturing policies are defined can the technical experts, industrial and manu-
facturing engineers, labor relations specialists, and computer experts have the neces-
sary guidance to do their work.”

Skinner (1974), in his article, Focused Factory, observes that “The conventional
factory attempts to do too many conflicting production tasks within one incon-
sistent set of manufacturing policies.” The lack of focus makes the plant noncom-
petitive. A focused factory provides avenues to avoid suboptimization of individual
elements and promotes identification and building on competitive strength. A
sharp focus results from good systems perceptions.

Drucker (1990), in his article, Emerging Theory of Manufacturing, puts forward
four principles and practices for a new theory of manufacturing. These include
statistical quality control (SQC), new developments in manufacturing accounting,
modular organization, and a systems approach that “embeds the physical process of
making things, that is, manufacturing, in the economic process of business, that s,
the business of creating value.”

Starr (1965, 2010) noted the potential strategic impact of designing products for
manufacture that shared common components. Some components could be inter-
changed with others, for example, some (otherwise identical) laptops have black
cases, while others have aluminum finishes. The manufacturing process is where
the color and finish of the case is determined. Product and process designers must
work together to achieve such manufacturing modularity. Such modular produc-
tion is the achievement of predesigned component interchangeability. However,
modularity is not always achieved by the production line. External modularity is
a consumer option exemplified by a light fixture with a standard screw base that
accepts a variety of light bulbs, for example, 40 W, 100 W, clear, frosted, yellow.
Similarly, Michelin has many different kinds of tires that can be mounted on the
same car. Both forms of modularity raise productivity.

Merrifield et al. (2008), in their article, 7he Next Revolution in Productivity, focus
on the role of new web-based developments in improving productivity. According
to the authors, the reengineering revolution is a thing of the past; the authors state
that, “Thanks to the development of new technologies for using and sharing func-
tions via the internet, the frontier is no longer the process but rather the business
activities that make up every process—from pricing a product to issuing an invoice
to assessing the risk of individual customers to prioritizing the potential features of
a new product in development.” However, the jury is out on this issue which seems
to violate fundamentals of a proper systems approach.
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After reading this chapter, you should be able to:

® Understand the strategic importance of productivity to an

organization.

Evaluate the applicability of various measures of

productivity.

Explain what contributes to good productivity.

Discuss how to improve productivity.

Explain why productivity is a systems issue.

Relate productivity and price.

Explain demand elasticity as a systems link between P/OM

and marketing.

Describe the effects of quality on elasticity.

Explain why quality elasticity is critical to PFOM.

® Apply the concepts of economies of scale and division of
labor to the management of operations.

® Relate productivity and CAD/CAM.

B Relate productivity and FPS/FMS.

B Explain mass customization and relate that capability to
productivity.

B Explain how the history of PPOM shows continual improve-
ment in the P/OM input-output transformation model
with resultant increases in productivity.

2.1 The Systems Viewpoint

Attainment of productivity that is higher than, or at least equal to, the best that the
competitors can achieve is essential to success of strategic plans. Put another way,
inferior productivity is a disadvantage that must be overcome if a business is to be
sustainable. However, the measurement of productivity creates quandaries because
it can be defined in many different ways.

For adequate information, a firm may need to measure productivity in several
ways. One thing is common to all definitions of productivity. Namely, productivity
is always a measure of outputs over inputs. It is, therefore, a measure of the effi-
ciency with which resources are utilized to create revenue and profic.

Productivity earns good grades when a high rate of output is obtained at a low
cost. This is the case even when outputs are hard to measure, as in some service
operations. Although P/OM is the custodian of the production input—output pro-
cess and is responsible for achieving high productivity, all employees at every level
of the company are involved in attaining excellence in productivity. Everyone has the
ability to increase or decrease the organization’s productivity. Those managers who
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have cultivated the systems point of view recognize that good productivity is conta-
gious; so is poor productivity. Employees sense whether the company culture pro-
motes high or low productivity, and they respond in accordance with the cultural
norm. This makes the productivity condition a contagion factor with systems-wide
implications.

Another strong systems-type interaction relates to price—demand elasticity,
which links the price charged to the volume that can be sold. Competitive pres-
sures to reduce prices lead to demands that P/OM improve productivity to decrease
costs. Also, sales lost because of price competition decreases volume, which reduces
capacity utilization, leading to larger overhead charges per unit. Productivity mea-
sures reveal the integration of all factors that are operating in the business system.

Kumar (2006), in his article, Strategies to Fight Low-Cost Rivals, foresees the
continued growth of low-cost players and suggests strategies for the survival of
regular value-added businesses. According to the author, the only options for the
companies are “attack, coexist uneasily, or become low-cost players themselves.”
The appropriate framework can identify the best strategy to succeed. Attraction
for cheap goods always increases in a recession. It is obvious that low cost is king
when there is no sense of economic well-being. However, when the tide turns and
prosperity returns, luxury items are the goal of an increasing number of consum-
ers. Consequently, this is another article that reflects the economy of its time rather
than taking a systems approach to market evaluation. The systems approach will
ascertain the state of mind across various sets of potential consumers and develop
the appropriate production and marketing strategy.

From a broader point of view, P/OM history shows that the overall trend in
global economies is to increase productivity. Productivity growth has reflected the
impact of a continuous stream of developments in technology and operations man-
agement methodology.

2.2 Strategic Thinking

A highly productive manufacturer of buggy whips in 1926 would be no better off
today than an inefficient and lackadaisical one. The most productive maker of engi-
neering slide rules during the 1950’s was Keuffel & Esser. Although this company
had the largest market share then, it is no longer in existence now. K & E did not
have a strategy to cope with the advent of electronic calculators and then comput-
ers. Outmoded products would not be purchased even if the production process
to make them had been highly productive. High productivity is necessary but not
suflicient to assure competitiveness. Large market demand may thrive because of
low price for a product that has elastic price—demand characteristics, but only when
the product has true utility for some market segments. Collectors of buggy whips
may have to deal with high prices because of nonelastic market demand based on
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the scarcity of an ancient or obsolete product. There will be low volume with a quite
high price for such demand.

Adaprability is critical when product design technology (or style) changes. For
example, the most efficient supplier of iceboxes had no advantage when refrigerators
replaced the older technology. Additionally, some companies were really good at making
vinyl records (collector’s items now) but that did not help them survive rapid changes
as the music industry moved from 8-track tapes to 8-mm audiocassettes to CDs, and
now to DVDs and Blue Rays and eventually “the cloud.” Regarding videotape formats,
the Betamax system by Sony was the first successful commercial product. Matsushita
aggressively pursued the VHS format, which replaced Betamax, but that is of little
consequence now since DVDs are outmoding any tape system. Five-and-a-quarter
floppy disks have disappeared, and 3.5-inch floppy disks have been largely superseded
by memory cards, flash sticks, etc. What is coming next is a forecasting challenge.

Hayes and Pisano (1994) observe that strategic flexibility becomes the strategic
goal in a turbulent environment and state that, “Being world-class is not enough; a
company also has to have the capability to switch gears—from, for example, rapid
product development to low cost—relatively quickly and with minimum resources.
The job of manufacturing is to provide that capability.”

The lesson to learn from all of these cases is that productivity excellence is use-
less without market acceptance. P/OM strategic thinking is “find the best product
line for the marketplace, and then make it at the lowest cost, highest quality, and
overall at max productivity levels.” As Peter Drucker is quoted to have said, “Do
the right thing, and then do the thing right.” Strategy planning for operations is
directly concerned with “Do the right thing.”

Product design and product development lead, respectively, to process design
and process development. Product and process are both components of the strategic
imperatives for P/OM. Output as inventory that cannot be sold is unproductive
and cannot be counted while measuring productivity.

2.3 Measurement of Productivity

Productivity is a critical business variable that directly impacts the “bottom line™
improved productivity raises net profits. P/OM is responsible for the productivity of
the process. This is such a critical factor in a company’s overall strategy that excel-
lence in productivity achievement is a major P/OM issue.

Productivity is a system property that interacts with other system properties
such as reliability and consistency, as well as customers™ perceptions of quality. It
interacts with the variable costs of goods and services, as well as with the fixed costs
of facilities, training, and technology. It also interacts with the presence and the
availability of management as a resource. It is often found that output rates and
qualities (and therefore productivity) are better on regular work shifts as compared
to “graveyard” shifts because managers are scarce resources for the latter.
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Productivity measures the performance of the organization’s processes for doing
work. It is an important way of grading how well P/OM and the rest of the system
are doing. It is a score like RBIs (runs batted in), your credit rating, or ROI (return
on investment).

Productivity, according to The Association for Operations Management,
which used to be called the American Production and Inventory Control Society
(APICS), is defined as “an overall measure of the ability to produce a good or
a service.” It is the actual output of production compared to the actual input of
resources. Productivity is a relative measure across time or against common entities
(Blackstone and Cox 2004).

Operations management views the measurement of productivity as an essential
tool for assessing the performance of an organization’s productive capacity over a spe-
cific time period and in comparison to the competition. When outputs are high and
inputs are low, the system is said to be efficient and productive. The APICS Dictionary
definition of productivity can be converted into the terms of this text by recognizing
that productivity is the ratio measure of the output divided by the input as given by

Outputs

Tnputs = Measure of production efficiency. (2.1)

Productivity =

This productivity measure compares the quantity of goods or services produced
in a period of time (#) and the quantity of resources employed in turning out these
goods or services in the same period of time (#) (Fabricant 1969).

Equation 2.1 is relatively easy to measure for physical goods. It is more difficult
to find appropriate measures for some services outputs such as units of education
or health care. Creative knowledge workers provide other instances of intangible
outputs that are highly valued, but elusive to calculate. The effort has to be made to
appraise the value of these outputs in a standardized way to provide a benchmark
(or standard) for measurement. Several authors have proposed ways to measure
service productivity. Some of these are described below.

Levitt (1972), in his article, Production Line Approach to Service, argues that,
“if customer service is consciously treated as ‘manufacturing in the field,” it will
get the same kind of detailed attention that manufacturing gets. It will be carefully
planned, controlled, automated where possible, audited for quality control, and reg-
ularly reviewed for performance improvement and customer reaction.” In the arti-
cle, Managing Our Way to Higher Service-Sector Productivity, Biema and Greenwald
(1997) also argue that productivity improvement techniques used in manufacturing
sector are applicable to service sector as well in spite of the complexity of the service
sector.

According to Drucker (1999), improving knowledge—worker productivity is one
of the biggest challenges in the twenty-first century. He lists six major determinants
of knowledge—worker productivity. These include: offer a clear task definition, put
responsibility for productivity on workers themselves and provide autonomy, use
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continuous innovation, continuous learning and teaching, focus on quality and not
only quantity of output, and treat knowledge worker as an “asset” rather than a “cost.”

Improving the productivity of specific service businesses has been the focus
of attention of several other authors also—for example, hospitals and banks
by Sherman (1984), Bell Labs by Kelley and Caplan (1993), and sales force by
Ledingham et al. (20006).

Productivity measures are benchmarks for comparing how well the system is
doing compared to other systems, or over time. The comparisons include: how A
is doing over time; how A compares to B; how departments within A compare to
each other; how A compares to an industry average; how A compares to the best of
the industry, etc.

Sales perceives productivity as high customer sales volume (called an effective
marketing system) accompanied by low producer costs (called an efficient producer
system). Thus

. Effectiveness  High customer sales volume
Productivity = =

2.2
Efficiency Low producer expenses @2)

From a systems point of view, the inclusion of sales provides a correct measure
of output for productivity measurement. It is never productive to make a lot of
product that is not sold, even if the cost of making it is low.

At the same time, P/OM employs productivity measures to assess how well the
production system is functioning. The kinds of questions that are being addressed
are: how many units of resources are consumed to produce the output, and how
many units of output can be made with a fixed amount of capacity? These are blue-
prints for productivity improvement.

Both ways of viewing productivity have benefits. They stem from different
interests that need to be shared. The best interests of the company are served by
merging what is learned about P/OM’s efficiency and sales/marketing effectiveness.

2.3.1 Labor Productivity

Labor efficiency is an often-used measure of productivity where productivity is a
ratio of output units produced to input labor resources expended per unit of time
(9). The following equation gives the dimensions for output and input:

Output = units per hour and Input = dollars per hour = hourly wages. (2.3)

Equation 2.4 measures labor productivity over a specific period of time, #, and
gives the relationship between the dollars of labor resources required in period (#) to
achieve the output rate (¢). This is a measure of how much output is being obtained
for each dollar spent.
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Output(z) _ Unitsof output(z)
Input(z) ~ Dollarsof labor(z)

Productivity (¢) = (2.4)

Another way of stating the measure of productivity is to put a dollar value on
the output volume per unit of time (#) as given in the following equation:

Output(z) _ Sales in dollars(z)
Input(r) — Dollarsof labor(z)

Labor productivity () = (2.5)

The advantage of this method is that it can deal with the productivity of the
system across different kinds of units. For example, the productivity of a paint
company that puts paints of many colors in cans of many sizes could be measured.
This approach is used for national accounting of productivity where there are many
different kinds of units to be included (i.e., furniture, clothing, energy, and food).
Dollars can standardize the output measure across diverse categories.

Labor productivity, often measured as the ratio of sales dollars to labor cost dol-
lars, is called a partial measure of productivity. It is partial because it only looks at
labor and does not include capital.

2.3.2 Capital Productivity

There are also other factors that can be used to measure productivity. For example,
capital may be used as an input resource in place of labor, or both capital and labor
may be used as discussed in Section 2.3.3. Capital productivity is the productivity
of the invested capital in technology. Equation 2.6 measures capital productivity as
the number of units of output per dollar of invested capital, whereas Equation 2.7
measures capital productivity as a pure ratio based on dollars of output per dollar
of invested capital:

Output(z) _ Units of output(z)

Capital productivity(s) = Input(#) — Dollarsof capital(z)’

(2.6)

Dollar value of output units(z)

Capital productivity(z) = 2.7)

Dollars of capital resources(#)

Such measures of capital productivity might help organizations in the service
sectors to address the value of returns on investments in computers and telecom-
munications. By extending this reasoning, it is possible to develop other partial
measures of productivity with respect to areas such as energy expended, space uti-
lized, and materials consumed.
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2.3.3 Multifactor Productivity

Multifactor productivity (MFP) can be measured in different ways. As shown in
Equation 2.8, sales and finished goods are considered as outputs, but work-in-pro-
cess is not. Also, labor costs and capital expenditures (amortized) are treated as
inputs. MFP (see Equation 2.8) is measured as the ratio of dollars earned to dollars
spent. Total factor productivity is another name associated with inclusion of more
factors than labor. Multifactor (and total factor) productivity is measured on a
regular basis to determine how well the US industrial base is doing and whether it
is improving its competitive position in the world.

Alloutputs of goodsand services(z;$)

Multifactor productivity(r) = Total input resources expended(,$) ° @8

A change in multifactor productivity reflects the difference between the
change in output (production of goods and services) and the change
in labor and capital inputs engaged in the production of the output.
Multifactor productivity does not measure the specific contributions of
labor, capital, or any other factor of production. Instead, it reflects the
joint effects of many factors, including new technology, economies of
scale, managerial skill, and change in the organization of production.

(USDL, July 7, 1994)

If it seems useful to include work-in-process in the numerator because WIP is
certain to be sold, then that should be done. Similarly, it may be important to include
all costs and expenses in the denominator (i.e., energy, material, and miscellaneous
costs). This is called total productivity as distinguished from total factor productivity.

Beinhocker et al. (2009) state, “We believe that, in the years to come, ‘resource
productivity’ (the output achieved from every unit of oil, power, water and other
resource input) will become central to company competitiveness.” With this in
mind, planning for resource price increases, volatility, and even shortages is impor-
tant for strategists for future planning,

2.3.3.1 Trends in Multifactor (MFP) Productivity

Table 2.1 shows the average annual percent changes in MFP for the United States
over different periods of time (USDL, February 1995). US productivity averaged
just slightly above 2% per year from 1948 to 1973. That was considered to be
healthy, though not robust, growth. Then came “the shrinking era,” which lasted
for 22 years from 1973 to 1995. These were tough years for US manufacturing
firms. The US auto industry observed that new Japanese plants in America (trans-
plants in Tennessee, OH) in the 1970’s were twice as productive as traditional US
auto plants in Detroit.
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Table 2.1 Average Annual Percent Changes in USA MFP

Year Multifactor Productivity % Change
1948-1973 2.2 —
1973-1990 0.5 —77.2%
1990-1995 0.5 0.00%
1995-2000 13 160%
2000-2007 1.4 7.6%
2007-2012 0.6 —57%
2011-2012 1.4 133%

Source: This table is based in part on Table A in a Bureau of
Labor Statistics News Release dated June 28, 2013, enti-
tled Preliminary Multifactor Productivity Trends—2012.

There began a long learning process on the part of US auto manufacturers to
increase their productivity. It took a dozen years (1995-2007), but it worked. US
auto making reflected more productive processes. This improvement applied to
more than automobiles. After many years of declining growth rates, and even some
years of negative growth, US productivity had accelerated to levels equivalent to the
post-World War II years.

The renewal of US productivity growth was not surprising. Great efforts had
been made in the manufacturing sectors to improve efficiency. Subjects such as
total quality management (TQM), reengineering, and turnarounds, discussed in
the general press, were not fads. They heralded solid accomplishments. During the
period from December 2007 to June 2009, there was a subprime mortgage crisis
that led to the collapse of the housing bubble in the USA. This triggered a global
financial crisis. In addition, productivity suffered as a result of sending abroad (off-
shoring) manufacturing jobs which have always been more productive than service
jobs. As seen in Table 2.1, productivity recovery began after 2011.

Adoption of new technology promises more developments yet to come.
However, it is important to reiterate the comparison between manufacturing pro-
ductivity and service-based productivity. In addition to measures of service produc-
tivity being much lower than those of manufacturing, they have not shown notable
improvements over many years in all parts of the world.

There have been substantial investments in computers and telecommunications
within the service sectors, but only recently are there real signs of improvement. At
last, broad-based changes in productivity can be reported. Technological advances
in voice recognition and intelligent service dialog between computers and people
have begun to change the landscape. This will accelerate as P/OM managers learn
how to apply the new technologies to service systems. This productivity differential
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constitutes a significant difference that currently exists between services and man-
ufacturing. It is an area of great potential for P/OM.

Students and practitioners of business know that productivity improve-
ments translate into more profits and greater profitability for organizations and
improve the state of the economy. In the same vein, economists believe that
productivity improvements translate into higher standards of living and greater
prosperity. Productivity measures get factored into inflation calculations as well
as other economic scenarios. Increases in productivity are generally regarded as a
means of checking inflationary trends. Table 2.1 is well correlated with national
prosperity.

This is because by working smarter—not harder—profit margins increase.
There is more money available to invest in other business opportunities. The short-
age of capital drives interest rates up. However, if there are more jobs available
than people to fill them, labor becomes scarce, and rising salaries begin to fuel the
expansion of inflation. High productivity is a counterforce to inflation. Fewer peo-
ple are needed to produce more work. The cost of goods and services moves down
with productivity improvements. The contribution of P/OM to the well-being of
the national economy is widely recognized. The complaint that high productivity
causes unemployment leads to the recognition that good jobs are not those which
can be better done by machines. Good jobs are thinking jobs and creative activities.
We have to redefine the beneficial occupations for a future in which machines do
laborious work better than people.

Relative productivity compares the performance of competitive processes for
which P/OM is accountable. This means that if two processes are under consider-
ation for a new product, the productivity measures associated with each product
should be derived. When quality problems exist, adjustments downward must be
made to productivity. For example, the value of sales plus finished goods plus WIP
must be reduced by the cost of defectives. Final decisions about the two processes
will not be made on productivity advantages alone, but relative productivity will
play a major part in planning.

2.3.4 Operational Measures of the Organization’s Productivity

Productivity measures can be common sense ratios such as the value of pieces made
in a factory divided by the cost of making them, or the number of documents
produced by the typing pool divided by the number of people doing word process-
ing. Such operational measures of productivity are valuable benchmarks to com-
panies that are focused on continuous improvement. Relative productivity is such
a benchmark.

A productivity measure used by restaurants is the daily dollars generated per
table. Many fast-food restaurants use dollars generated per square foot. Airlines
measure plane occupancy per flight and average occupancy per route, as well as
for all routes flown. Department stores use sales dollars per square foot of space.
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Mail-order companies measure sales dollars for categories (i.e., fashion, toys, and
luggage) by type of illustration (i.e., color and size) on a percent of page basis.
Trends in same-store sales can be followed as a benchmarking guide to retail pro-
ductivity. Many companies measure the productivity of their complaint depart-
ments by the ratio of the number of complaints dealt with per day divided by the
number of complaint handlers.

Productivity measures should be chosen to reflect strategic goals. For example,
some schools can maximize instructor productivity by having large classrooms. The
relevant input—output model is apparent. The total of studentin-class hours per
instructor increases with large classrooms but personal contact with the instructor
per student is reduced. With large class sizes, instructors must be entertaining to
get good ratings. Student ratings of instructors may not be a satisfactory measure
of educational productivity. Teachers’ grading of students is especially difficult in
large-size classes. Appropriate benchmarks for educational productivity exemplify
the difficulties of measuring what counts.

Formulating appropriate productivity measures to capture the effectiveness of
operations is always a P/OM benchmarking challenge. It takes insights and creativ-
ity to measure what matters in performance and what truly can be controlled and
corrected.

2.4 System-Wide Issues Impacting Productivity

Every function in the company that has some measurable accomplishment can
be evaluated with respect to productivity. The productivity of the company is the
composite of the contributions of the individual productivity functions.

Volume of output sold is a measure of the productivity of the sales department.
Cost of goods sold is a measure of the productivity of the process designers, the
R&D department, and the operations managers. It also is a measure of the purchas-
ing department’s ability to find the best materials obtained at the lowest possible
costs and highest qualities.

Output delivered to the customer is a measure of the ability of the distribution
system to be on time with undamaged delivery. Output delivered is subject to war-
ranties. Does the company listen to the “voice of the customers” with respect to
difficulties in repairing or returning defectives for the entire product line? If not,
future sales productivity can be impaired. Many companies lose track of the fact
that warranties exercised represent productivity decreases.

Productivity issues are woven into all parts of the supplier—producer—customer
value chain and the input—output transformation process. This further explains
why productivity is a strategic systems issue. The supplier—producer—customer
value chain, by definition, adds value at every step, which illustrates strategic
impact operating on a global scale. The following section explores the relevance of
international factors on productivity.
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We discuss below some of the system-wide issues that influence the role of pro-
ductivity and its measurement. These include: global issues, bureaucracy, size of
firm, price—demand elasticity, quality economy of scale, and division of labor.

2.4.1 Global Issues

Although much knowledge exists about production systems and operations man-
agement, there have been and continue to be serious productivity problems in the
world. These problems have afflicted many developing countries where capital to
invest in new technology is scarce, and technical knowledge and training are lack-
ing. There have also been productivity problems in industrialized countries where
productivity growth has been cyclical.

Japan’s phenomenal productivity growth rates of the 1980’s could not be main-
tained. Nevertheless, Japanese productivity in a variety of industries continues to
be formidable. Thus, with respect to auto parts, “On average, the plants in Japan
were 18 percent more productive than ones in the United States, and 35 percent
more productive than ones in Europe,” the New York Times (November 5, 1994).
Further, “Japanese parts makers surveyed increased their productivity by almost
38 percent from 1992 to 1994; the American companies made gains only in the
mid-20’s,” the New York Times (November 5, 1994).

In 2008, Toyota was well on its way to overtaking GM as the leading auto pro-
ducer in the world. Toyota has developed an astonishing ability to launch new prod-
ucts desired by the marketplace. Speed to market is phenomenal. The hybrid Prius
and the inexpensive (at least, at first) Scion are two good examples. Scion, according
to Forbes.com (July 26, 2007) “could be the new millennium version of the origi-
nal Volkswagen Beetle.” If this reference is not clear, look up Volkswagen Beetle in
Wikipedia.

Toyota reclaimed the title of the world’s largest auto maker in 2012 from
General Motors Corp. For some reason, reports ignore the fact that China has been
the largest producer of auto units since 2008. In fact, since 2009, annual produc-
tion of automobiles in China exceeds that of the European Union or that of the
United States and Japan combined (Wikipedia: Automotive industry in China).
We have no information about the productivity of these production systems and
know that they are subsidized by the Chinese government.

Toyota’s productivity for all of its processes is outstanding. The Toyota
Production System (called TPS) is referenced continually by businesses all over
the world. TPS is P/OM-hub-centric, connecting all other business functions.
Other spectacular global P/OM performers—from product development to pro-
cess productivity—include Nintendo with its successful Wii and DS, and Apple’s
iPhone with sales of 525,000 units on the first weekend that the phone was avail-
able (Saturday, June 30, 2007, through Sunday, July 1, 2007). By 2013, the Wii
system had been surpassed by Microsoft’s Xbox with Kinect and Samsung’s Galaxy
phones with Android were way ahead of Apple’s phone in share of market. As
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discussed in Chapter 11, the problem of protecting an advantage of being first
to market with an innovative product requires total understanding and extreme
commitment.

Productivity improvements can be registered by companies that reduce the
number of direct employees, increase the use of part-time help, rely more on
outsourcing and subcontracting of parts, and employ outside maintenance com-
panies, among other things. In this regard, it is to be noted that Japanese firms
typically rely heavily on their suppliers and part-time help. Other aspects of
Japanese manufacturing methods also logically account for world-class productiv-
ity accomplishments.

Nevertheless, the phenomenal Japanese productivity records have diminished
substantially in recent years. Other leading industrial nations have experienced
productivity declines. Many hypotheses have been offered to explain the inabil-
ity to sustain stable productivity growth in a turbulent era of new technological
development. One suggestion, by Baumol et al. (1991), is that the productiv-
ity of industrial nations is converging to a global mean. Another, by Forrester
(1978), is that old technology gets used up, and it is difficult to switch to the new
technologies and make them profitable. It also takes smarter management. In
spite of this, the US economy shows many signs of increased productivity while
reducing the manufacturing labor force and increasing the service sector labor
force (Table 2.1).

The outsourcing of services has become familiar. Outsourced call centers pro-
vide an excellent example of a global phenomenon. Calls originating in Bellevue,
Iowa, may be answered by English-speaking operators in Bangalore, India. When
outsourcing is used in a proper way, productivity does go up. Usually, input costs
are reduced more than output rates. What is lost in the simple ratio measure is the
damage to long-term loyalty.

Competitors keep jockeying and leapfrogging each other with the adoption of
new technologies that initially reduce productivity. There are various causes for the
reduction. The new technology is imposed on old processes by employees who lack
training and experience with the new technology.

Product life is short. This allows little time to enjoy the advantages of new tech-
nology applied to evanescent and even obsolescent product lines. Quality deteriora-
tion is an almost hidden enemy of productivity when defectives are created global
distances away from the managers who are responsible for carrying out strategic
plans. Speed to remedy weaknesses is also impaired.

Increasingly, companies buy from suppliers located around the world and sell
in markets that are equally dispersed. Production facilities, including fabrication,
assembly, chemical and drug processes, and service facilities (e.g., call centers), are
located globally. In the big picture, productivity performance is the result of inter-
national interactions. If productivity is being measured in dollars, or local curren-
cies, exchange rate problems can distort the picture. Exchange rate imbalances can
cause both gains and losses that relate to the productivity of investments.
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2.4.2 Bureaucracy, Flexibility, and Productivity

A major factor that accounts for poor productivity is bureaucracy—the great inhib-
itor of flexibility. Bureaucratic systems are rampant worldwide. North America and
Europe have more than their share, and they are equally prevalent in Asia, Latin
America, and Africa. The definition of the term that is being used here is bureau-
cracy as institutionalized officialism, which has layers of red tape to cut through
in order to conclude activities and operations. Bureaucracy spreads its reach as it
proliferates through an organization placing controls over controls in the quest for
low risk. It should be emphasized that all systems have an inherent risk aversion
that results in their developing methods to protect the status quo.

The positive side to bureaucracy should not be overlooked. In the late nine-
teenth century, Max Weber was an advocate for legal domination (law admin-
istered by the state). See http://en.wikipedia.org/wiki/List_of_Max_Weber_works
for Max Weber’s works. Weber viewed bureaucracy as a force to counteract the
Kafka-like (unpredictable intimidation and lack of civil rights) effects of traditional
domination (feudal rules determined by monarchs and patriarchs).

In regard to positive aspects of bureaucracy, it can be noted that bureaucracy
plays an important stabilizing role in organizations that are undisciplined and
prone to accidents. Routines known to be safe are insurance against risk of cata-
strophic damage. The down side of bureaucracy is that the pendulum always swings
too far. Once bureaucracy gains control, it strives to remove corrective counter
swings and maintain existing conditions. The status quo often impedes progress
and supports rigidity.

Flexibility is related to productivity in a number of ways. Conditions change
and the ability to adapt to new situations is a function of the system’s flexibility.
New technology and the need to be global are among the most important changes
in conditions that require flexibility. Product life is shorter and the need to modify
product designs requires flexibility. The productivity advantages associated with
producing large volumes of identical units is being replaced by mass customization
methods that permit small volumes having greater variety to be produced. Design
variations are being used for different countries and even for various regions of the
same country. Carrying out strategic plans requires flexibility.

Bureaucratic organizations are dedicated to resisting change. What P/OM must
deal with in fulfilling strategic plans is how to circumvent bureaucracy, which is, by
intent, the protector and champion of the status quo. Bureaucracy is the opponent
of operational change. When bureaucratic constraints are removed, often by decen-
tralization, and more recently by reengineering, afflicted organizations regain some
ability to rebound. However, there is always the danger of not having a carefully
thoughtout plan in place before un-constraining the system.

Japanese organizations that exhibited great resilience when they first started their
major exportdrives also began to succumb to the problems of age and success. Age is cor-
related with circulatory insufficiencies in human beings and a lack of communication
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in organizations. This lack is also associated with zero empowerment of employees to
do what makes sense instead of what the bureaucratic rulebook dictates.

Success leads to complacency and arrogance, even though it does not have to
do so. Bureaucratic organizations are very successful at inhibiting innovation and
change. It remains to be seen how successful organizations worldwide will be in
learning to counter these inhibitors.

2.4.3 Size of Firms and Flexibility

It is worth noting that small- and medium-sized firms, and new businesses as well,
tend to exhibit greater flexibility and adaptability to change than large, centralized
organizations. That is why, under stress, AT&T, Dell, Disney, Ford, GM, IBM,
Sony, Sears, and other giant corporations used different forms of decentralization
to improve their chances of recovering market preeminence.

Organizational awareness of the need for flexibility has been recognized by
many large organizations but solutions for big bureaucratic companies have been
elusive. The Tacocca Institute at Lehigh University in the United States now sup-
ports its “Global Village” as well as the “Global Village on the Move.” Both focus
on leadership and have created uniquely interesting programs to develop future
leaders for business and industry (see http://www.iacocca-lehigh.org).

As cited by the study, “Foreign-Affiliated Firms in America,” conducted by
the Center for the Study of Operations at Columbia University, 1991, small- and
medium-sized firms are organizations with about 300 people. That number has
been suggested by various managers, and there is also a great deal of unanimity that
the upper limit should be no more than 500.

Given the usual proportions of administrative personnel and those of other
functions, this suggests that a sensible limit for the size of an efficient production
system is in the neighborhood of 100-200 people. By using divisional structures, it
is reasonable to assume that a number of relatively autonomous divisions of sensible
size can be related within the firm.

2.4.4 Price—-Demand Elasticity and Productivity

Almost every company in the global market competes on price. It is one of the key
decision factors for customers. Quality is another key factor but it is often hidden.
When a company is competing on price, it means that it will lose some sales when
a competitor offers a lower price that it cannot match. Everyone in the company
looks to P/OM at this point. The CEO requests increased productivity to lower
costs. That usually translates into attaining greater output volume. It is assumed
that quality will remain unchanged.

To ask for increased productivity is a special way of asking for lower costs.
Unions often take it to mean work faster for the same pay, which makes them
reluctant to participate in productivity improvement. Speeding up production
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can compromise quality. Operations management should try to avoid supporting
productivity increases gained in this way; the improvement is temporary, at best.
Other ways of obtaining lower costs such as the use of cheaper components and raw
materials may lower quality.

The CEO had something else in mind. When requesting increased productiv-
ity, the CEO meant using technology and good P/OM methods to improve the
process without lowering quality. The CEO’s call for increased productivity is in
response to competitive strategies.

Decreasing quality to match lower prices is not a way to keep customers.
Improved productivity, if it is to translate into greater customer satisfaction and
loyalty, must come from working smarter, not harder. This means improving pro-
ductivity by means other than asking people to work faster, which usually degrades
quality.

This highlights the strong functional interaction between marketing and P/OM
(which is emphasized in Chapter 11). The managers of these areas are associates
working together to manage the effects of price—demand elasticity on production
costs and on meeting quality standards. Price—demand elasticity is another example
of a crucial relationship between systems partners (marketing and P/OM) required
for successful strategic planning.

Elasticity is a rate-of-change measure that expresses the degree to which demand
grows or shrinks in response to a price change. A product with high elasticity expe-
riences large decreases (increases) in demand as price increases (decreases), whereas
a product with low elasticity experiences small decreases (increases) in demand with
the same degree of price increases (decreases). Low elasticity, called inelasticity,
means that demand levels are relatively insensitive to price changes. Marketing
managers frequently ask market researchers to study the price elasticity of products
or services to determine how fast demand falls off as price is increased. Products
that have no substitutable alternatives (as perceived by customers) usually have low
elasticity. Product designers who strive for exceptional qualities and production
managers who demand the highest feasible process qualities are creating barriers to
substitutability (inelastic products).

Perfect inelasticity—when demand does not change, no matter what the
price—is an accurate description of the situation when an industrial customer is
dependent on one supplier for special materials. Most customers try to get out of
such a constraining situation for obvious reasons.

Elasticity is a complex relationship. The rate of change between price and demand
is not always smooth and regular. There can be kinks in the line or curve. These
occur, for example, when an increase in price causes demand to increase, which
might happen when price becomes high enough to have “snob appeal,” which opens
a new market. Despite difficulties, it is important to measure elasticity, thereby
relating price and volume—which are critical factors for production planning.

The elasticity—productivity tie between operations management and marketing
is attributed to the following:
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1. Demand volume falls as price rises, but this is also relative to what prices com-
petitors charge. When a competitor lowers prices, it is equivalent to a price
increase for the customer who stays with a supplier who does not lower prices.

2. To be competitive, it is often necessary to find ways to match price decreases

offered by competitors. This is a price—demand volume elasticity issue that
assumes quality is unchanged.

. If marketing lowers the price, then the profit margin will decrease.

. P/OM is always trying to find a way to decrease total variable cost without

SN

degrading quality. For example, if a new material is developed that is as good
as the old material but costs less, then P/OM shifts to the new material. This
initiative is called value analysis.

5. The only way to achieve number 4 is to work smarter, and this is facili-
tated by means of technology-based or methodology-based productivity
improvements.

6. Marketing tries to control demand volume through pricing. If competition
drops the price, based on an improved process, emulation of the improve-
ment is needed.

7. P/OM tries to match supply to demand through production scheduling and
capacity planning. Marketing and P/OM must work together, combining
their interactions by using the systems approach.

2.4.5 Elasticity of Quality and Productivity

The demand volume of goods or services sold as a function of price is the traditional
focus of elasticity analysis. Years ago that simple model may have sufficed, but it no
longer is valid.

For strategic planning, it is vital that marketing determines how quality levels
of the product line affect competitive status (demand volume at a given price). In
turn, P/OM must ascertain the unit costs for various process configurations oper-
ating at appropriate production volume levels. This subject brings together many
systems factors that are of mutual concern to P/OM, marketing, and finance.

Customers in the marketplace take both price and quality into account.
Customers’ quality expectations often override price considerations. This applies
to commercial and industrial customers as well as retail consumers of goods and
services. For example, a gourmet restaurant cannot afford to serve meats and veg-
etables that might suffice for a neighborhood diner.

As previously noted, a product or service that has special qualities is said to have
uniqueness, which means that other competitive products lacking those special
qualities have a lower degree of substitutability. For example, a product with special
features (such as the iPhone) or service rendered by a well-liked person (favorite
waitress) has a competitive advantage. Competitive analysis will show when two
products are competing head-on, as if they were identical products, being per-
fect substitutes for one another. Perceived highest quality renders a product less
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vulnerable to substitution. That means the product is less quality-elastic. What
must production know in order to achieve this objective?

How can the effects of quality on demand levels be determined? This is equiva-
lent to asking how to determine the quality—demand volume elasticity. There are
ways in which market research can approach this issue that are similar to the way
price—demand volume elasticity is determined. Essentially, it is necessary to estab-
lish how much extra money customers would be willing to pay for superior qual-
ity or for an added quality feature. By noting the distribution of the additional
amounts of money that people would pay for superior quality or an added feature,
it is possible to quantify the effects of quality and price on demand elasticity.

Throughout this discussion, it should be kept in mind that the achievement of
quality standards is a direct responsibility of P#OM. Although this is a book about
P/OM and not market research, these functions are highly interdependent. Market
research enables P/OM to determine the kind of connections that link quality,
price, and demand elasticity in the customer’s mind.

These factors relate design and process decisions with the financial choices that
are available to the firm. The system interaction includes the fact that quality varies
with the kind of equipment that is used, the quality of the material used, and the
amount of training that the employees receive.

2.4.6 Economies of Scale and the Division of Labor

Economies of scale are reductions in variable costs directly related to increasing
volumes of production output. Economies of scale are driven by increases in pro-
duction volume. Scale, as used here, is a surrogate for increasing volume. Total
variable cost is both a P/OM and marketing responsibility. Since costs generally
decrease with an increasing volume of production, this is also a matter of concern
for finance. However, if overtime is used for increasing production volume, the
costs may not decrease. The financial decision to use high-volume technology with
greater fixed costs is made because the trade-off is lower variable costs.

Volume is a function of the total market size that exists, the number of com-
petitors and their shares, and the controllable variables of the organization’s price
and quality. Although marketing and P/OM work together on the consequences of
volume, P/OM is working on the reduction of variable cost which is also a function
of volume—with no loss in quality.

Materials and labor are an important component of the variable per unit cost.
The design of the product or service determines what materials are needed. It is
common knowledge that greater purchase volumes generally are rewarded with
discounts. That is only one of the interactions of variable cost and volume. The
machines that can be used for high-volume outputs are significantly faster than
machines that are economic for low-volume outputs. High volumes can sustain
pre-engineering and improvement studies of the interactions between the design
of jobs and the processes used, while low volumes cannot. High volumes generate
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learning about how to do the job better, whereas low volumes do not. The design of
jobs determines the amount of labor and the skill levels required. The responsibility
for low, unit variable costs leads P/OM to want high volumes so that it can take
advantage of the resulting economies of scale.

For many reasons, including the material discounts previously discussed and
a general learning effect, variable costs per unit decrease as volume increases. This
result, called the economies of scale, is quite similar to the “Experience Curve” of the
Boston Consulting Group (BCG) (1968), which yields a 20-30% decrease in per unit
costs with each doubling of the volume. It is reasonable to consider the “doubling of
volume” as a surrogate for the “doubling of experience,” as in BCG terminology.

A coincident concept, proposed by Smith (1776) (a Scottish economist) in the
1700’s, was for the division of labor. Labor was to be divided into specialized activities
that could be honed to ever-greater skill levels. This notion follows from the theory
that “practice makes perfect.” To make division of labor worthwhile, the volume of
production must be sufficient. Adam Smith said, “The division of labor depends on
the extent of the market.” With a large enough volume, activities could be segmented,
and serialized process flows could be developed. Workers would be specialists in their
assignments. Note that division of labor appears in the history section, which follows.

2.5 History of Improvements of P/OM Transformations

Literacy in P/OM requires an understanding of how the P/OM field has devel-
oped with respect to the transformation process and, thereby, productivity, quality,
volume, and variety. The stages of history have moved production and operations
capabilities from low-volume custom work through high-volume rapid and con-
tinuous output systems, modular production, and mass customization.

Attention shifts from custom crafts, which are art-based, to the theory of pro-
duction, which has evolved over time. This theory consists of six established steps
and a potential seventh one. There is emphasis on manufacturing because the the-
ory evolved from the production of goods, but the theory has now transcended
manufacturing and is applicable to service operations. Figure 2.1 depicts P/OM
history in a timeline chart. Dates mentioned are approximate (but satisfactory). It is
not possible to pinpoint exactly when each contribution was made.

The capability of P/OM processes to deliver goods and services has changed in
steps or stages over time. The study of the history of P/OM production transforma-
tion processes allows us to determine which events triggered these stages of produc-
tion theory. The ultimate goal is to learn the theory, understand it, and possess the
advantages that accrue to literate managers.

2.5.1 Artisans, Apprentices, and Trainees—The Beginning

The Renaissance period (1300-1600s) signaled a surge of intellectual and pro-
ductive vitality in Europe. That surge swept away the dark ages and fostered
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Beginning |—) 1545: Benvenuto Cellini—goldsmith and sculptor

The beginning of the development of production transformation theory was in the Guildhalls by
Mastercrafters. These artisans studied the transformation of materials using new tools
and techniques.

Step 1 > 1776: Adam Smith—specialization of work activities
Interchangeable Parts (IP) > 1780: Eli Whitney—inventor of IP and facilitator of batch
and Division of Labor production

Step 2 > 1900: Frederick W.Taylor—father of scientific management

Scientific Management (SM)

Step 3 > 1912: Henry Ford-sequenced assembly and the serialized flow shop
Sequenced Assembly (SA)

Step 4 > 1930: Walter Shewhart—originator of statistical quality control
Statistical Quality Control (SQC) > 1940’s—1960: Batch Production and Sequenced Assembly Systems Predominate

In the same time frame:

The U.S. is supplier to the world and the leader in batch production systems-

in France, Servan-Schreiber wrote that American managerial dominance was a serious threat.

Quality control standards were established by the U.S. government for military acquisitions

Management Science (MS)-Solving complex problems—1950’s-1990’s: Operations Research (OR) and
Management Science (MS) quantitative methods for solving resource allocation problems; OR and MS introduce
major extensions of scientific management. The methods include linear programming, queuing theory,

and inventory theory

Step 5 > 1970’s—1990’s: Japanese manufacturing systems are emulated for low cost and
Lean Production Systems (LPS) high quality obtained with focus on statistical quality control (SQC) and
other quality methods

In the same time frame: Product and process are designed together to minimize variability and maximize reliability,
durability, and serviceability. Export industries gain economies of scale by using flow shop and serialized
production processes. Development of time-based management concepts.

Step 6 > 1980-2000’s: Growth of computer technology from the 1950’s spurs
Flexible Production Systems (FPS) new technology

Flexible manufacturing systems (FMS) are developed with extensions to flexible information systems and flexible
office systems. Variety capabilities necessitate the systems approach to integrate marketing and OM. Flexibility and
variety capabilities are added to the list of other “ilities” like durability, reliability, and reparability.

Step 7 > 2000’s—2030’s: The next steps are new energy sources, huge battery capacities, and
Mass Customization (MC) and eventually interplanetary travel
Global Competition (GC)

International linkages for sourcing, fabrication, assembly and marketing, as well as managing currencies; information
systems based on networks of computers and global telecommunications alter the way that work is done. The systems
approach is extended to all functions within the firm and to all partners along the supply chain, including suppliers and
customers. The Internet homogenizes and polarizes. Same team members are more alike; opponents are increasingly
different. Company mistakes are magnified by social media. New forces are unleashed that need to be understood and
controlled. Big data systems increase the importance of P/OM.

Figure 2.1 The Histo-Map: a timeline of P/OM development.
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accomplishments in the arts and sciences centered on artisans, apprentices, and
craft guilds. Production transformations were by hand. Output volumes were very
small.

Before the Industrial Revolution began (around 1770), craft guilds emphasized
pride of workmanship and training for basic manual operations with appropri-
ate hand tools. The shoemakers’ children learned from their facthers and mothers.
Process techniques were manual skills handed down from generation to generation.

From a transformation point of view, this was good management of the labor
inputs. The use of apprentices improved productivity in the artisans’ shops because
the less skilled (and lower paid) apprentices did much of the preliminary work. This
freed the master craftsmen to devote their time to the activities requiring higher
skills. On-the-job training produced a continuous stream of greater skills.

Apprenticeship still has significance for many service functions. Great chefs
almost always are the pupils of great chefs. The formula would seem to reside in the
balance of art and science. When the important knowledge resides in the minds
and hands of skilled workers, then the percent of art is high and the percent of sci-
ence is low. Over time, this percentage has shifted in manufacturing so that engi-
neering, technology, and computer programming play an increasing role.

The art element in manufacturing is disappearing. Computer know-how is
replacing people know-how. It used to be that the tool and die department was
crucial to the success of metal-working companies, and the best die makers were
considered artists. (Tools and dies are the shape formers in the metal-working busi-
nesses.) Now, computer-aided design (CAD) and computer-aided manufacturing
(CAM) are primarily science, and the old industrial arts are giving way to the new
programming arts. This is also happening in service industries and is an effect that
can be expected to accelerate in the future.

2.5.2 Interchangeable Parts (IP)—P/OM’s First Step

Eli Whitney invented the concept of interchangeable parts for the fabrication of
rifles around 1780, which coincides with the dates usually given for the beginning
of the Industrial Revolution. The notion of interchangeable parts was the catalyst
around which new methods for production transformation began to develop. These
methods spawned and supported the Industrial Revolution.

Whitney was not the sole inventor of interchangeable parts. In France, Honoré
LeBlanc had invented the same P/OM concept. Neither Whitney nor LeBlanc
knew about each other’s ideas. Whitney obtained a US government contract for
“ten thousand stand of arms.” The contract was awarded because of his newly devel-
oped production capabilities.

The concept of interchangeable parts is defined as follows: It allows batches of
parts to be made, any one of which will fit into the assembled product. For example,
headlights, fenders, tires, and windshield wiper blades are not specially made for
each car. One 60-W bulb is like another and does not have to be fitted to each
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socket. The reason that the parts are interchangeable is that each one falls within
the design tolerances. Designers are responsible for stating acceptable ranges, which
are the design tolerances.

Machines that could produce parts to conform to the designer’s tolerances were
the keystone. Hand labor, better suited to custom work, began to be replaced by
machinery. The effects of this change hastened the Industrial Revolution. Within a
short time, IP was an accepted part of the production transformation process being
applied to the manufacture of rifles, sewing machines, clocks, and other products.

In 1776, Adam Smith saw that the use of the division of labor as a means of
increasing productivity was market-volume-dependent. The pin factory that he
studied had sufficient production volume to warrant specialization. The production
transformation process was revolutionized—combining worker specialization with
interchangeable parts transformed all of the productivity standards. Expectations
were raised to new levels.

2.5.3 Scientific Management (SM)—P/OM'’s Second Step

Frederick Winslow Taylor (1856-1915) introduced scientific management, the
numerical measurement and analysis of the way work should be done. One of his
landmark studies dealt with the speed and feed rates of tools and materials for
metal cutting. Other studies focused on how to lay bricks and how to move iron
castings. Taylor’s testimony at hearings concerning the setting of rational railroad
fees for shipments in interstate commerce brought national prominence to his ana-
lytic methodology.

This step in production theory added the idea that the transformation processes
could be improved by studying and simplifying operations. This view required ratio-
nalizing the job, the workplace, and the workers. Strangely, it had been overlooked
until the turn of the twentieth century. Finding economies of motion and putting
materials near at hand were the kinds of improvements that Taylor addressed. In this
step, the workplace and the design of the job were enhanced to improve the produc-
tivity of the transformation process. These industrial engineering ideas, often called
methods engineering, have proved to be as useful for service applications as for
manufacturing. They will continue to be totally relevant in the twenty-first century.

Called the father of “scientific management,” Taylor was one of the key progeni-
tors of industrial engineering (IE). There were others as well. Associated with this
era are Henry L. Gantt, Frank, and Lillian Gilbreth, and other pioneers who were
attempting to develop a theory of managing workers and technology in the United
States. Henri Fayol was developing similar management theories in France.

Taylor started the process of systematizing all of the elements that are part of the
manufacturing system. The same industrial engineering techniques developed by
Taylor are still used by banks, insurance companies, and investment houses as well
as by truckers, airlines, and manufacturers. They are well suited for repetitive opera-
tions such as those that characterize fast-food chains and information processing
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systems. Industrial engineering methods are recognizable as the forerunners of
techniques that are currently applied in the search for continuous improvement.

Taylor and his associates developed principles and practices that led to a pres-
ent-day backlash. He and other contributors to scientific management have been
accused of dehumanizing the worker in pursuit of efficiency. Today, the accusation
might hold, but it did not when judged by the value system of the early 1900’.

The criticism does not damage the case for benefits that can be derived from
using the industrial engineering approach, which grew out of scientific manage-
ment. Work simplification and methods engineering are both industrial engineer-
ing techniques for making jobs better for workers.

2.5.4 Sequenced Assembly (SA)—P/OM’s Third Step

In 1912, Henry Ford developed sequenced assembly, which allows assembly to be
a continuous flow shop process. Timing must be perfect so that what is needed
for assembly arrives on time. Ford developed the sequenced assembly process as a
continuous flow production line for automobiles, changing the pace from batch to
continuous sequenced assembly.

The serialized flow shop was born over a hundred years ago. The key was learn-
ing to achieve synchronization and control of the process flows. The moving assem-
bly line required a high level of component interchangeability. Ford succeeded in
achieving complete synchronization of the process flows. Today, with computers
facilitating smart supply chain management that reaches every corner of the world,
synchronization takes a lot of P/OM training and knowhow.

By means of the principles of interchangeability, division of labor, and flow
synchronization, Ford altered the production transformation process. He changed
the perception of productivity standards and goals in a conclusive way. In so doing,
he built an industrial empire that helped the United States become the world leader
in productivity. The United States continues to maintain its lead, although other
nations—especially those once considered to be less developed countries (such as
China and India)—have been improving their productivity consistently.

Ford’s contribution to production theory and to the revision of the transfor-
mation process had a major impact on the Japanese automobile industry. It also
affected other industries of many kinds all over the world. There was a new thythm
to the transformation process.

Contrast US and Japanese production processes in the 1980’s. The major portion of
production and operations activities in the United States utilized batch processes.
Batch work with small lots does not lend itself to the kind of synchronization that
applies to the automobile industry or the continuous flows of chemical processes.
Batch work costs per unit are much higher and its productivity is significantly lower
than synchronized flow shop per unit costs.

When the Japanese export industry began to compete aggressively in global
markets, they chose to shun batch-type production systems. Instead, they elected



68 ® Production and Operations Management Systems

to specialize in highvolume, serialized flow shops, which extended the concept
and application of assembly synchronization to manufacturing and assembly
systems.

2.5.5 Statistical Quality Control—P/OM’s Fourth Step

Interchangeable parts required manufacturing methods that made batches of
parts conforming to tolerance limits. Shewhart developed the theory of SQC that
enabled manufacturing to design and control processes that could achieve these
objectives. SQC is discussed in detail in Chapter 8. SQC was focused on the pro-
ducer’s ability to control the variability of the process that was making the parts
that had to fit within the specified tolerance limits. For the first time, the output
of the transformation process could be stabilized and controlled. This was a major
contribution to production theory.

Walter Shewhart’s major work, which was published in 1930, described his con-
cepts about why SQC works and how to apply it (see Shewhart 1939; Juran and
Gryna 1980; Deming 1986) also participated in the development of SQC theory
and later on played a crucial role in its implementation and dissemination.

The United States was the first country that consistently used SQC, which it did
through the 1940’s and the early 1950%, but by 1960 the majority of SQC users were
in Japan. US organizations reported that they had dropped SQC to make cost reduc-
tions. Quality was considered good enough to replace costly staff departments with
inspectors at the end of the production line. By the 1980’s, however, under great com-
petitive pressure from quality-driven Japanese organizations, many US companies
restored SQC and enhanced it with broader concepts into TQM activities.

Organizations like Motorola, Toyota, and GE are considered to be pioneers
leading the development of TQM and Six Sigma within the framework of the
systems approach. The TQM approach applied to the production transformation
system integrates the goals of productivity and quality. It represents a major step
forward in the theory of production and an organizational feat to have gained broad
acceptance at all levels. Six-Sigma‘M, a registered service mark of Motorola—which
developed it—is a culmination of TQM. Motorola reported more than US $17
billion in savings from Six Sigma in the early days of application (see Six Sigma—
Wikipedia). Many companies are now using Six Sigma, and certification programs
are offered by dozens of schools.

2.5.6 Lean Production Systems—P/OM’s Fifth Step

During the 1970’s—1990’s, Japanese organizations spearheaded by Toyota devel-
oped a new kind of production methodology called lean production systems (LPS;
also called the Toyota Production System). These systems combine a deep under-
standing of quality with a desire to be fast (if not the fastest) and a fanatical distaste
for all kinds of waste. LPS methodology is now a worldwide endeavor.
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Time wasted is singled out. Every effort is made to use pre-engineering of prod-
ucts and process design to maximize quality achievements, minimize variability,
and do it all as rapidly as possible. Part of being lean is being fast—in production.
Many Japanese organizations were not fast in reaching decisions. Toyota substi-
tuted persistence for perfection and over time began to innovate at astounding
speeds. Advocates of “lean” became lean producers with high-output volume tar-
gets, minimum cycle times, and rapid new product development.

By introducing time management and goals for short cycle times and rapid
project development, other new factors were introduced into the production trans-
formation system. The timing of transformations rose to a new level of importance,
and, secondly, rapid project management began to mean that the transformation
process could be changed from doing one thing to another very quickly. The idea of
time management is consistent with the notion that bad scheduling causes delays in
value-adding and wastes time, severely impairing productivity.

The Japanese auto industry has been leading in the development of lean and
fast production systems. Toyota’s production planners, who were architects of
the revised production system, stated that Toyota’s ideas were a continuation of
the concepts that Henry Ford had been developing (Ohno 1978). In Europe, the
notion of leanness was directly associated with speeding up cycle times and project
development times. At one time, half-time systems were advanced by Saab. The
goal was to cut in half the time currently required to do any operation. However,
too little, too late, Saab was not lean enough. It ceased production in 2011 and
petitioned the Swedish court for bankruptcy. Talks continue about restarting
production.

Many US organizations have adopted at least some aspects of lean and rapid
manufacturing methods. Six Sigma, when properly conceived and executed, is a
means to LPS. Motorola’s management originally set itself the goal of reducing
defectives to less than 3.4 defects per million parts. This is called the six-sigma
program. Having demonstrated that near-zero defect rates are attainable, Motorola
now has set another radical target, which is to reduce existing cycle times by 90%.
This means that a part that currently takes 10 minutes to produce eventually
will be made in 1 minute. Note the Saab half-time objective mentioned earlier.
Highlighting reduced cycle-time objectives brings new features to the production
transformation process. However, wishing does not make it so. Goals that are unat-
tainable can be more destructive than helpful.

The next two steps are in formative stages, and their impact on productivity
cannot be fully evaluated at this time.

2.5.7 Mass Customization with CAD, CAM, and Flexible
Production System—P/OM’s Sixth Step

CAD that is able to program flexible production machinery represents powerful
new technological capabilities. When design and programming are combined,
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opportunities develop for computers to instruct and control machines instead of
needing hands-on command by human operators.

The purpose of using such equipment is different from the goal of “mass pro-
duction” where one item is made in extremely high volume. The one color (black)
Model T Ford epitomizes “mass production.” However, with flexibility, the purpose
is mass customization, where high levels of variety can be produced in great volume
because the production line can be adjusted without incurring significant setup
times and costs. Nano-times for changeovers is a desired goal. For example, many
different colors and models can be made on the same production line at almost no
additional cost when compared to traditional “mass production.” Mass customiza-
tion is discussed in more detail in Chapter 11.

CAD abilities alter traditional relationships of strategic planning. CAD and
CAM work hand-in-hand. CAM is dovetailed and synchronized with CAD.
Software for CAD is able to calculate strength of materials in specific configura-
tions, which also ties-in with manufacturability. As a result of P/OM’s responsibil-
ity for processes, P/OM must participate in strategizing for the product line design.
CAM and flexible production systems are not the same, but they are related.
Flexible processes are capable of switching production from one product to another
with almost no time delay—in nano-times. CAD and CAM when used with flex-
ible technology provide the ideal components for “mass customization.”

The initial thrust was in manufacturing. Flexible manufacturing systems
(FMSs) are designed to produce a high variety of outputs at low cost. Computer-
controlled changeover is engineered into the system. Instead of human hands chang-
ing machine settings, electronics and mechanics provide the interface between
the computer and machinery. Flexible technologies allow for fast and inexpensive
changeovers. The equipment can be programmed to move from one product setup
to another product setup in nano-times.

Using FMS, design and machine software talk to each other. CAD software
creates new design drawings. It runs tests on all important reliability and durability
characteristics, such as fatigue strength. CAD communicates design specifications
to software that translates, instructs, and controls the production machinery, that is,
CAM. CAD and CAM work together to determine the feasibility of manufacturing
the new design and suggest improved design alternatives. CAD/CAM-type technol-
ogy is used to design and manufacture many different products such as semiconduc-
tors, automobile grills, and aircraft parts. John Deere has invested millions of dollars
in the creation of CAD/CAM systems for the manufacture of tractors. Boeing used
CAD/CAM (specifically, CATIA V5 from Dassault Systémes) to design all of the
parts of its 787 Dreamliner. CATIA facilitated real-time meeting between design
teams located all over the world with sophisticated audiovisual capabilities. Design
at Boeing has moved from the draftsman’s table to the computer.

Coordination problems can arise that are entirely new to airline designers.
Airbus mega jet A380 fell two years behind schedule when preassembled cabin
wiring bundles made in Germany did not fit the plane being assembled in France.
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This global coordination problem (acknowledged by CEO of EADS, Christian
Streiff, in October 2007) was caused by incompatible versions of CATIA software
in Germany and France. The flexibility concept joins computers and equipment of
many other kinds, including assembly-line processes and office machines. It is also
possible and often desirable to include human beings in the network. Flexibility
can be applied to information systems—flexible information systems and to flexible
office systems as well as to FMS.

Flexibility in the office leads to consideration of telecommuting. That name is
not propetly descriptive of the effort to cut down on office space by having office
employees work some part of the time at home or at a satellite office nearer to their
place of residence. Thus, in addition to saving money by having smaller offices,
people do not have to spend hours in traffic commuting to work. There are other
advantages including having quiet time to concentrate. However, there is the oppo-
site effect of not being able to focus on work because of distractions at home. Also
the telephone is not a substitute for eye-to-eye contact with coworkers. The design
of the office plays a part as well. The “newsroom” or “open room” setting is pre-
ferred by only 27% of 600 workers interviewed about office productivity. Use the
following link to learn more on this issue: http://www.baselinemag.com/careers/
slideshows/top-killers-of-office-productivity/?ke=BLBLBEMNL07092013STR3&
dni=67553988&rni=25694712

Flexibility in the factory setting can apply to offices with repetitive functions.
The concept of repetitiveness has been defined in different ways. For example, there
is exact duplication which is characteristic of the flow shop in which statistically
homogeneous replicas are turned out (one after another). On the other hand, generic
repetitiveness is the property of flexible flow shops that allow certain changes to be
made such as (three color varieties: green or blue or red stripes—depending on
orders on hand) without requiring new setups of the system. This capability in the
factory, called mass customization, can apply to many service systems including
offices and restaurants.

Mass customization capabilities to produce small numbers of many varieties
include extensive application of systems thinking to integrate marketing needs and
P/OM scheduling abilities. Using marketing forecasts, P/OM managers decide
what to make, but the decisions are constrained by the FMS menu, which was
predetermined at the initial planning stage.

The need to produce increased variety is market-driven. The transformation
process has to be able to change over from making one thing to another, quickly
and inexpensively. A great deal of effort goes into altering the transformation pro-
cess, so it can deal with the goal of increased variety. Technology and methodology
must enable nearly instant setups and changeovers from one model to another to
satisfy market demands. The payoff will be increased productivity of the joint pro-
duction—marketing system, as exemplified by customized jeans.

Levi Strauss has put the customer directly in touch with the factory. “Sales
clerks at an original Levi’s store can use a personal computer and the customer’s
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vital statistics to create what amounts to a digital blue jeans blueprint. When trans-
mitted electronically to a Levi’s factory in Tennessee, this computer file instructs a
robotic tailor to cut a bolt of denim precisely to the customer’s measurements,” see
New York Times (November 8, 1994). Ten years after this reference, Levi Strauss’
“personal pair service,” which manufactures and delivers made-to-measure denims,
was recognized as an aspect of “mass customization.”

Hellriegel et al. (2005) wrote, “Perhaps the most significant contribution of
advanced manufacturing technologies is that of mass customization—thar is the
ability to produce a wide variety of a product by using the same basic design and
production equipment but making certain modifications to the demand of a broader
market. For example, Levi Strauss has successfully used computer-assisted design
systems to help design customized leather outfits and jeans for customers.” As of
September 2012, Levi appeared to back off from mass customization and started
offering hand customization at their Meatpacking District store in New York City.
This exemplifies the difficulties of achieving mass customization and the dangers
of announcing its availability before testing the capability and the consequences.

There is a dedicated strategic effort to achieve competitiveness through flex-
ibility in America. It combines the goals of leanness (speed) and flexibility and is
known by various names including “agile enterprise, agile business architecture,
and agile project management.” See Agile Alliance (2008) at http://agile2008.
agilealliance.org/press.html. These names are meant to emphasize the ability to
react quickly and with flexibility. The agile organization is supposed to be alert and
nimble, keen, and lithe. Bureaucratic organizations (as we currently know them)
cannot qualify.

2.5.8 Global Competition: Year 2010 Plus—P/OM'’s
Seventh Step

It is conjectured that in the future the transformation process will continue increas-
ing in complexity and productivity. On a worldwide scale, a broad range of goods
and services should be within the spending capabilities of many people living in
developing countries. More management will be needed to plan and control such
systems. A greater number of operations managers will be required with far fewer
workers on the production line. The global village will be sharing services—such
as education and healthcare—that are mutually rewarding. Onerous service tasks
will be relegated to service robots. Hopefully, people will have time to spend their
money as they wish. The input—output production transformation model will be
internationalized. There will be global competition at every link in the supply
chain. International sourcing, fabrication, assembly, distribution, and marketing
will prevail. The costs of the inputs and the values of the outputs will be affected by
dozens, if not hundreds, of different currencies. Managing currencies will be part
of the transformation process. The euro has simplified currency management and
provides a good model for other regional currencies.
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Information systems will be based on international networks of computers.
Global telecommunication systems will transmit conversations that are spoken in
80 different languages.

Translation will be accomplished by language-capable computers with voice-
language recognition. Voice response in the appropriate language will be expected.

The systems approach will extend to all functions within the organization and
all partners along the supply chain, including suppliers and customers. Production
and operations will develop transformation processes that require great manage-
ment skills while decreasing burdensome labor components. Substantial productiv-
ity increases will be obtained. There have been many unexpected turns in the road,
and there will be more as each new decade passes.

IBM provides a good case in point. In October of 2012, Mr. Palmisano was
replaced as CEO and Chairman of the Board by Virginia (Ginni) Rometty who
had been in charge of IBM’s Global Business Services. This continued IBM’s
dedication to the improvement of productivity in the globalization of services.
IBM and others are building networks for delivering technological services that
are similar to the interdependent manufacturing networks that have evolved. For
example, the 451 parts of the iPod are made by companies all over the world, but
not by Apple.

We do expect that mass customization (MC) will become more economically
feasible as a result of P/OM learning how to do MC effectively. There can be no
doubrt that global competition will become increasingly pervasive. Technology is
going to be the drum major (leader of the marching band).

Summary

Productivity is a critical business systems variable because it strongly impacts the
bottom line and it involves strategic planning among all of the business functions.
Ultimately, the responsibility for being productive falls on the shoulders of P/OM,
and not on marketing, or finance, or the other business functions. There are many
ways to measure productivity, including those used to describe the national econ-
omy. Measures can be made in terms of labor productivity, capital productivity, or
both. For business units, the measures relate more directly to the kinds of activities
the company does. These are the operational measures of productivity used by an
organization. Productivity measures should be adjusted to capture the relevant sys-
tem. This challenge can only be met by using the systems approach.

Bureaucracy inhibits flexibility and, therefore, constrains productivity improve-
ment. Small firms are less bureaucratic than large ones and therefore, are more
flexible and able to pursue initiatives for greater productivity. Research and devel-
opment (R&D) organizations are related to P/OM and should be studied in terms
of their productivity, which is usually better for smaller organizations. These are
strategic issues to consider.
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Productivity and price—demand elasticity are interdependent. The importance
to P/OM and marketing of the elasticity relationship for both price and quality
are explained. Then, economies of scale and the division of labor are linked to
productivity. The chapter concludes with the history of the improvement of P/OM
input—output transformations. The resultant stages of increased productivity are
presented in seven steps.

Review Questions

[N I N I

10.
11.

12.
13.

14.

15.
16.

17.

18.

. Why is productivity a crucial element of strategic planning?

. Why is productivity measurement vital to P/OM?

. Why is productivity measurement vital to national government economists?
. What is the importance of productivity measurement to marketing

management?

. What role does the systems approach play with respect to productivity

measurement?

. What is good and bad about bureaucracy with respect to productivity? In

1922, the German sociologist, Max Weber wrote that bureaucracy is the most
efficient and rational way to organize human activity (economy and society).
He considered bureaucracy as a major organizational advance over what pre-
ceded it. Why is it now considered an impediment?

. How does the division of labor concept help a market research firm put

together a report for a client?

. What is the value of knowing about the six historical steps in the develop-

ment of production theory? Is the suggested seventh step likely to have an
impact on the future of operations management?

. How does the concept of interchangeable parts apply to

a. vacuum cleaners? b. jigsaw puzzles? c. flashlights?

What is meant by lean (or agile) production systems?

How does business going global create new problems or opportunities for
P/OM:?

What relationship connects productivity and price—demand elasticity?
What relationship connects productivity and quality—demand elasticity? Is
price implicitly included?

What are economies of scale? How do they relate to productivity and the
systems approach?

How does telecommuting relate to productivity?

What are the good and the bad attributes of the “newsroom” or “open room”
office setting?

Explain why consideration of flexibility in the office leads to evaluation of
telecommuting,.

Discuss the pros and cons of telecommuting.



19.
20.
21.

22.
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What are two kinds of modularity?

How does modular production raise productivity?

Company X considers the ratio: number of complaints per day/number of

employees needed to handle those complaints, as a productivity measure that

is best when it is large.

— What explains the company’s point of view?

— To a systems thinker, there is something wrong with this point of view.
What is amiss?

Collectors of vinyl records are paying substantial sums for poor recordings of

songs that can be purchased with much higher quality in digital form at far

lower prices.

— What is the anomaly that drives this situation?

— Can an entrepreneur profit from this effect?

— Does this opportunity have anything to do with P#OM?

Problems

Data for Problems 1-6:

In a l-year period, the Productive Components Corporation (known as
PCCorp) has shipped units worth $1,200,000 to its customers. It produced units
worth $250,000 for finished goods (FG) inventory. PCCorp has $50,000 of work-
in-process (WIP) units. During the same 1-year period of time, PCCorp had a labor
bill of $140,000. Its capital expenses for the year are calculated to be $430,000.
Materials were purchased costing $530,000. Energy expenses were $225,000, and
miscellaneous expenses were estimated to be $75,000.

1.

Calculate the labor productivity for PCCorp with respect to units shipped. In
place of fixed cost, use sales; set variable cost (VC) to zero; in place of selling
price (SP), use labor cost. Breakeven volume in solution is equivalent to labor
productivity.

. Calculate the MFP composed of labor and capital for units shipped plus fin-

ished goods for PCCorp. In place of fixed cost, use sales + finished goods; set
variable cost to zero; in place of selling price, use labor cost + capital expenses.
Breakeven volume in solution is equal to MFD.

. What is PCCorp’s total productivity? Abbreviating, in place of FC use

sales + FG + WIP; VC= 0; in place of SP, use total of all costs. BEV in solu-
tion is equal to total productivity.

. What is PCCorp’s capital productivity? For FC, use sales + FG+ WIP;

VC = 0; SP = capital expenses. BEV is capital productivity.

. 'The value of the units shipped must be reduced because $350,000 worth

of them have been returned as defective. Of the finished goods units (FG),
$150,000 worth been returned as defective. All WIP units are within
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tolerances. Rework on the defective units reduces their value by 70%. What
is the cost of the quality problem that has surfaced? Discuss what this means
in terms of total productivity. Show that total productivity has dropped
significantly (see Problem 3).

6. Calculate the MFP composed of capital, materials, and energy consumed for
the total reworked output, which consists of units shipped plus FG plus WID.

7. Productivity measures the ratio output values to the cost of inputs. Good
productivity is shown by high ratio values; improved productivity is shown
by higher ratio values over time. Does the following equation capture the
meaning of productivity?
Productivity = pV/(vc)V, where, p is the price per unit; V the volume sold per
year; vc the variable cost per unit.

8. Because Vis in both the numerator and the denominator of the productivity
equation,

Productivity = pV/(ve) V.

Reduce the equation to: productivity = p/vc and interpret the results.
Is productivity well described by the ratio of price per unit to variable cost per
unit?
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Chapter 3

Workload Assessment
(Forecasting)

Readers’ Choice: Forecasting
methodology is a system of methods

Andrews, B.H., and Cunningham, S.M., L.L. Bean Improves
Call-center Forecasting, Interfaces, 25(6), 1995, p. 1. The
authors in this paper have developed models to forecast incom-
ing calls to L.L. Bean’s call center to prepare staffing schedules
for telephone agents.

Basu, S., and Schroeder, R.G., Incorporating Judgments
in Sales Forecasts—Application of the Delphi Method at
American Hoist & Derrick, Interfaces, 7(3), 1977, p. 18. In this
paper, the authors discuss the Delphi method for sales fore-
casting at the American hoist and derrick company.

Denton, B., Fitts Industries Enhances Forecasting and
Production; Forecasting, Interfaces, 38(4), 2008, pages 338.
This paper describes a forecasting model for Fitts Industries
Inc. that manufactures a wide variety (2000 stock-keeping
units) of wooden stair components.

Fader, P.S., and Hardie, B.G.S., Forecasting Repeat Sales
at CDNOW: A Case Study, Interfaces, 31(3), 2001. This paper
presents a model to forecast medium-term aggregate CD pur-
chasing behavior.

Fildes, R., and Goodwin, P, Against Your Better
Judgment? How Organizations Can Improve Their Use of
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Management Judgment in Forecasting, Interfaces, 37(6),
2007, p. 570. The authors present the results of a survey
of 149 forecasters to assess the effectiveness of using judg-
ment in forecasting.

Helmer, F.T., Oppermann, E.B., and Suver, J.D., Forecasting
Nursing Staffing Requirements by Intensity-of-Care Level,
Interfaces, 10(3), 1980, p. 50. The authors present a series of
regression models to estimate the nurse staffing needed to meet
patient requirements in a 220-bed hospital that is affected by
factors such as total census, intensity-of-care levels, and type
of ward.

Kallina, C., Development and Implementation of a Simple
Short Range Forecasting Model—A Case Study, Interfaces,
8(3), 1978, p. 32. This paper presents a simple short-range fore-
casting model for American Can Company. The model features
include identification of trend components in a time-series,
backward moving averages, feedback adjustment, and good
accuracy.

Sanders, N.R., and Manrodt, K.B., Forecasting Practices
in US Corporations: Survey Results, Interfaces, 24(2), 1994, p.
92. The authors document the forecasting practices at 500 US
corporations.

Forecasts are necessary to describe the future. Examples of forecasting include the
number of patients in a hospital, students in a college, customers in a grocery store,
cars to be manufactured, and so on. The demand forecasts set the agenda for how
the entire company will use its people, commit its resources, call on outside sup-
pliers, and plan its work schedules. Forecasts provide information to coordinate
demands for products and services with supplies of resources that are required to
meet the demands. As such, the forecast is the platform for future planning. This is
reactive planning. A good strategy also aims at modifying the forecast to influence
what the future might bring rather than just accepting the forecast as an inevitable
truth. In this way, management earns its rewards by better fitting production capa-
bilities (short and long term) to marketing possibilities. This is proactive planning.

After reading this chapter, you should be able to:

Describe the importance of forecasting.
Explain various components of a time series.
Choose an appropriate forecasting model.
Perform regression analysis.
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Identify cause—effect relationships.
Analyze and evaluate forecasting errors.
Use the Delphi method.

Pool information for multiple forecasts.
Describe product life-cycle stages.

3.1 Introduction

Forecasting is not the term generally used to talk about the composition of a ran-
dom draw of cards or how a roulette wheel performs. Those are statistical phe-
nomena for which probabilities are known. Las Vegas and Atlantic City have built
their gambling casino profits on the laws of probability, but customers still have to
come and play. Customer attendance is not a known probability. The casinos try to
forecast attendance.

Forecasting is to foretell sales demand volume even though the probabilities
have never been formally studied. Business people often use their sense of what
is happening to reach decisions that might be better made if someone had kept
a record of what had taken place already. There is often some empirical basis for
estimating what is likely to happen in the future.

Marketing models for predicting sales (lacking a contract) deal with levels of
uncertainty that make forecasts of demand volumes, market shares, and revenues
difficult, but not irrational. One of the best sources of information about the future
is the past. For new products, there is no past, and so other methods can be tried.

The focus here is on using existing data to develop forecasts. The Rivet and
Nail Factory has to forecast sales of products to develop departmental schedules
for the next production period. The Mail Order Company has to forecast demand
in order to have the right number of trained agents and operators in place. Ford
Motor Company has to forecast car sales so that dealer stocks are of reasonable size
for every model.

In every sales forecasting situation, the volatility of demand will determine how
likely it is that a good forecast can be made. Stable patterns that persist for a long
period of time make company forecasters confident that a credible job of forecast-
ing can be done. Shaky estimates make company forecasters uneasy, so they search
for new factors to correlate with the demand system.

Sales patterns are becoming less stable with increasing competition and infor-
mation. Food sales that once were stable are now affected by medical reports about
the food’s effect on health. Auto and home sales are among many products that are
strongly influenced by interest rates, which fluctuate more in a global environment.
Exports and imports are sales that move around the globe in response to currency
fluctuations that are increasingly unstable. Consequently, the best possible, eco-
nomically feasible forecasting methods need to be used by the companies that are
affected by increased volatility.
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How well can one forecast the future? The answer will depend on the stability
of the pattern of the time series for the events being studied. The underlying pat-
tern can be hard to find, but not impossible. Even if a pattern is found, the question
remains, how long will it persist? When will it change? Those willing to forecast
should accept the challenge.

Mathematical equations are used for various kinds of forecasting. It is impor-
tant to stress that equations do not make forecasts “the truth.” Also, a great deal
of good forecasting can be done without mathematics. Further, with or without
mathematics, no forecast is ever guaranteed.

3.2 Time Series and Extrapolation

A time series is a stream of data that represents the past measurements. Each event
(observation of demand) is time-tagged so that it is known where it is located in
the series of data. The time series consists of data recorded at different time periods
such as weekly or daily for the variable, which could be units produced or demands
received. Forecasters attempt to predict the next value or set of values that will occur
at a future time. In time-series analysis, external causes are not brought into the pic-
ture. The pattern of the series is considered to be time-dependent. That is why the
definition of American Production and Inventory Control Society (APICS) states
“the values of the variables are functions of the time periods.” APICS now lists itself as
The Association for Operations Management. Extrapolation is the process of moving
from observed data (past and present) to the unknown values of future points. The
extrapolation of time series is one of the main functions of forecasting.

The data in time series may consist of several different kinds of variations.
Important among them are random variations, an increasing or decreasing trend,
and seasonal variations. Random variations (see Figure 3.1) occur because the
demand is seldom constant at a given level. Minor variations do occur from one

T T 1
0 20 40 60 80 100 120 140

Time

Figure 3.1 Time series with random variations.
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Figure 3.2 Time series with random variations and increasing trend.

period to another. In many instances, there are no specific assignable causes for
these random variations. The random variations are a result of the economic envi-
ronment and the marketplace within which an organization is operating.

In addition to random variations, the time-series data may exhibit an increas-
ing or decreasing trend (see Figure 3.2 for an increasing trend and Figure 3.3 for a
decreasing trend). If the time series shows an increasing linear trend, as in Figure 3.3,
there is a constant rate of change (increasing) with the increase in time. Linear
decreases can also occur. Nonlinear trend lines occur where the rate of change is
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Figure 3.3 Time series with random variations and decreasing trend.
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Figure 3.4 Time series with random variations and seasonal variations.

geometric. In such cases, it is possible to extrapolate the curve by eye, but the rate of
change can also be calculated, and projections can be made mathemartically.

The time series may also exhibit seasonal (or cyclical) variations. Figure 3.4
shows seasonal variations coupled with random variations, whereas Figure 3.5 com-
bines all three components—random variations, an increasing trend, and seasonal
variation. For example, one may observe seasonal variations in demand for resort
hotels and home heating oil.

There are other categories of time series that are useful to know about. For
example, step functions that look like stairs—going up or going down might also
be present in a time series. It is hoped that the forecast can predict when the next
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Figure 3.5 Time series with random variations, seasonal variations, and increas-
ing trend.
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step will occur and how far up or down it goes. If they occur regulatly, a good
estimate can be made of the period between steps and the timing of future steps.
Step functions are characteristic of systems that can only change in given quanti-
ties. Thus, if sales must be made in lots of 100 units, then each change in demand
will occur in hundred-unit steps. If December sales were 500, the sales for January
could be 400, 500, or 600, that is, it could step up or down, or stay the same as the
December sales of 500.

Time-series data can also reflect erratic bursts called impulses. If these spikes
appear from time to time and some pattern can be associated with them, they could
be added to the list of what can be extrapolated or projected into the future.

Short-term cycles can be piggybacked on long-term cycles. All kinds of com-
binations are possible. The key point is that cycles, trends, and steps are the basic
pallet for the development of forecasting models.

The term “time-series analysis” deserves explanation. Time-series analysis is
“analysis of any variable classified by time, in which the values of the variable are
functions of the time periods.” Time-series analysis deals with using knowledge about
cycles, trends, and averages to forecast future events. It is always useful to try to find
causal links between well-known cycles, such as the seasons, and demand patterns
that are being tracked. Using symbols, a forecast is to be made from some series of
numbers x;, x,, ..., x,. The numbers might be monthly sales figures for the past year.
The question is: What use can be made of these numbers to indicate the monthly
sales figures for next year? How will the forecasted time series be used? Production
schedules will be drawn up to satisfy demand. Orders will be placed for inventory to
be purchased. Workers will be hired and trained, or let go as the production crew is
downsized. Rented space will be increased or decreased, or it will stay the same. Many
decisions that are interrelated require believable forecasts before they can be made.

Time-series analysis uses statistical methods, including trend and cycle analy-
ses, to predict future values based on the history of sales or whatever the time
series describes. In the following sections, we will discuss moving average (MA),
weighted moving average (WMA), exponential smoothing (ES), and trend analysis
methods for forecasting and extrapolation. How to make forecasts when seasonal
variations are present is also discussed.

3.3 Forecasting Methods for Time-Series Analysis

We will study the following techniques for time-series analysis in this section:

Moving average
Weighted moving average
Exponential smoothing
Seasonal forecasting
Trend analysis
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3.3.1 Moving Average

The moving average (MA) method supplies a forecast of future values based on
recent past history. MA is also called simple MA method. The latest 7 consecutive
values, which are observations of actual events such as daily, weekly, monthly, or
yearly demand, are used in making a forecast. These data are recorded and must
be updated to maintain the most recent 7 values. With the passing of each time
period, the most recent value is stored and the value of the earliest period is dropped
off. For example, if you want to forecast demand for April using 7 = 3, then the
demands for last three months, that is, January, February, and March, are needed.
The forecast for April can then be calculated as

Januarydemand + Februarydemand + Marchdemand
3 .

Forecast for April =

Example: Consider the demand (sales) data given in Table 3.1 for 10 periods
(months in this example). The forecast for months 4-10 are given in the table. The
numbers used in the formula for each month are given in the calculation column.
For example, the forecast for the fourth month is

Table 3.1 An Example of the MA Method (n = 3)

Month | Sales | Forecast Calculation

1 100

2 80

3 90

4 110 90.00 = (100 + 80 +90)/3
5 100 93.33 =(80+90+110)/3
6 110 100.00 =(90+ 110 + 100)/3
7 95 106.67 = (110+ 100 + 110)/3
8 115 101.67 = (100 + 110 + 95)/3
9 120 106.67 =(110+95+115)/3
10 90 110.00 =(95+115+120)/3
1 105 108.33 =(115+120 +90)/3
12 110 105.00 = (120 +90 + 105)/3
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Demand(1) + Demand(2) + Demand(3)
3

90.

Forecast(4)

_100+80+90 _
===

In general, an #z-month moving average is the sum of the observed values dur-
ing the past #» months divided by 7.

It may be noted that the forecast cannot be made for the first three months, if
n =3, since the data for the latest three months is needed. Similarly, if 7z = 4, then
the forecast cannot be made for the first four periods.

The term “moving average” is used because as each new observation becomes avail-
able a new average can be computed and used as a forecast. No forecast can be made
until there are as many historical observations as are needed () for the MA. Further
the method of MA is used to forecast only one time period in advance because of
nonavailability of actual values needed to forecast more than one period in advance.

A decision must be made concerning how many data values should be included
in the MA set (n). Is it better to use two, three, four, or more periods? The quest is
to find the optimal number of prior periods to include in the MA series. How far
back to go depends on the speed with which the series changes and the recency of
events that tend to determine the future. “Very recent” means few values; “not so
recent” means more values. That is a workable rule of thumb. The MA method is
used when the demand for a product is fairly constant over time and does not have
a rapid growth rate or seasonal characteristics. The method is primarily useful in
removing the random fluctuations in the historical data. When the magnitude of
the trend is great, and the pattern is very consistent, then the fewer the number of
periods () in the set the better it is. If the trend is slow (up or down), and if fluctua-
tions around the average are common, then having more periods of time in the set
is better than having too few. In selecting the value of 7, there are many conflicting
effects. The larger the value of 7, the greater is the effect of smoothing any random
variation. Smoother value may be desirable if there is a lot of randomness in the
historical data or if there is little change in the underlying pattern. On the other
hand, if the underlying pattern in the data is changing, that is, there is a trend in
the data either increasing the demand or decreasing it, then a small value of 7z may
be desirable if we want to react to fluctuations more rapidly. In such cases, the MA
based on a large value of 7 has the adverse characteristic of lagging the trend. With
a short value of 7, the follow up of the trend will be rapid. A shorter value of 7 may
also be used where there is little randomness in the observed data. The large and
small values of 7 vary around 36 and 6, respectively.
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It may, however, be kept in view that a large value of # requires a larger data
storage and when we are dealing with a large number of products, a large value of
n will make the cost of data handling exorbitant. In such cases, we might choose a
small value of 7, even if we have to sacrifice some accuracy.

Moving averages might be used to extrapolate next events if the following
occurs: there is no discernible cyclical pattern, and the system appears to be
generating a series of values such that the last set of values provides the best
estimate of what will be the next value.

To find out the value of 7 that should be chosen we can calculate the errors
for different values of 7 and the # which gives the least error may then be chosen.
See more details in the section on error analysis. The value of 7 is specified by the
manager and generally remains constant until there are reasons indicating a change
in the time-series pattern. If the underlying pattern of the time series changes the
current value of 7 may not give good forecast.

3.3.2 Weighted Moving Average

A way to make forecasts more responsive to the most recent actual occurrences
(demand) is to use the weighted moving average (WMA) method. Just like the MA
method, the most recent 7 period are used in forecasting. However, each period is
assigned a weight between 0 and 1. The total of all weights adds up to 1. The highest
weight is assigned to the most recent period and then the weights are assigned to the
previous periods in the descending order of magnitude.

Example: Consider the data given in Table 3.2. Suppose the number of periods
used in forecasting 7 = 3 and the weights are 0.2, 0.3, and 0.5. The highest weight
(in this case 0.5) is assigned to the most recent period. For example, the forecast for
period 4 will be calculated by using the weight 0.5 for period 3, 0.3 for period 2,
and 0.2 for period 1. The forecast for period 4 will then be

Forecast(4) = 0.2 * (Demand1l) + 0.3 * (Demand2) + 0.5 * (Demand 3),
Forecast(4) = 0.2 #100 + 0.3 * 80 + 0.5 * 90 = 89.

The demand forecast for all periods 4—10 are shown in Table 3.2. The comment
column includes the values of the demand and the corresponding weights.

The WMA method allows the latest period to have the greatest impact, and
later periods decreasing importance. Note that when all weights are equal (1/7), the
WMA is the same as the MA.

The biggest weights are assigned to the most recent events when there is a con-
tinuing trend. In a rapidly changing system, w, may be much greater (>>) than w,
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Table 3.2 An Example of the WMA Method (n = 3)

Weights =0.2,
Month Sales | Forecast Calculation 03,0.5
1 100
2 80
3 90
4 110 89.00 =0.2+100+0.3 =80+ 0.5 = 90
5 100 98.00 =0.2%80+03*90+0.5 110
6 110 101.00 =0.2+90+0.3 110+ 0.5 = 100
7 95 107.00 =0.2+110+0.3 * 100 + 0.5 = 110
8 115 100.50 =0.2%100+0.3 =110+ 0.5 * 95
9 120 108.00 =02*110+03 x95+0.5 =115
10 90 113.50 =02%95+03 115+ 0.5 = 120
11 105 104.00 =0.2*115+0.3 =120+ 0.5 * 90
12 110 103.50 =0.2*120+0.3 *x 90+ 0.5 = 105

and w,> w,_, > w,, ..., etc., where w, is the weight for period # This is equiva-
lent to reducing the size of 7, which was discussed in the section on MAs. Thus,
WMASs can track strong trends more accurately than un-weighted moving averages.
An error analysis using different values of 7 and different weights has to be done to
find the best value of 7 and the corresponding weights. See section on error analysis.

3.3.3 Exponential Smoothing

The exponential smoothing (ES) method, like the WMA method, calculates an
average demand (forecast). ES methodology remembers the last estimate of the aver-
age value of demand and combines it with the most recent observed, actual value
to form a new estimated average. ES forecasts the demand for a given period # by
combining the forecast of the previous period (£ — 1) and the actual demand of the
previous period (# — 1). The actual demand for the previous period is given a weight
of & and the forecast of the prior period is given a weight of (1 — &), where ot is a
smoothing constant whose value lies between 0 and 1. The equation for the forecast
for period ¢ is

Forecast(z) = a * Actual demand(z — 1) + (1 — a) * Forecast(r — 1),
0<a <1.
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By rearranging the terms, this equation can also be written as

Example: Consider the data given in Table 3.3. The ES method makes a forecast
starting from period 2. The forecast for the first period is generally set equal to the
actual demand in that period to get the forecasting process started. Forecasts for
all periods 2-10 are given in Table 3.3. For example, the forecast calculations for

Forecast(t) = Forecast( — 1) + a * {Actual Demand (¢ — 1)

— Forecast(r — 1)}, 0<a <1.

periods 2 and 3 are shown below:

F(2)=F()+a *={AQ) — F(1)} =100 + 0.2 * (100 — 100) = 100,
F(3) = F(2)+a *{A(2) — F(2)} =100+ 0.2 * (80 — 100) = 96.

ES is a simpler method, requiring fewer calculations than WMA, which needs
n weights and 7 periods of data for each forecast estimate. ES needs only three
pieces of data. Also, it can be more effective because only one weight, alpha (@), has

Table 3.3 An Example of the ES Method (a=0.2)

Month | Sales | Forecast Comment and Calculation

1 100 100 Forecast for period 1 should be available
before starting the calculations. If it is not
given, then set it equal to the sales of period 1

2 100.00 = (100 + 0.2(100 — 100))

3 90 96.00 = (100 + 0.2(80 — 100))

4 110 94.80 =(96 +0.2(90 - 96))

5 100 97.84 =(94.8 4+ 0.2(110 — 94.8))

6 110 98.27 =(97.84 + 0.2(100 — 97.84))

7 95 100.62 =(98.27 + 0.2(110 — 98.27))

8 115 99.50 =(100.62 + 0.2(95 — 100.62))

9 120 102.60 =(99.5+0.2(115 - 99.5))

10 90 106.08 =(102.6 + 0.2(120 — 102.6))

11 105 102.86 =(106.08 + 0.2(90 — 106.08))

12 110 103.29 =(102.86 + 0.2(105 — 102.86))
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to be chosen. This makes it easier to experiment with past data to see which value of
o provides the least forecast error. Often, the use of the ES method for forecasting
is preferred to the WMA method.

The response rate of the ES model is a function of the & value that is used. The
response rate of a forecasting system is the speed with which the forecasting sys-
tem makes adjustments to the forecasts if the data in the series show an upward or
downward trend. A review of the two equations stated above provides a perspective
on the response rate. Consider the first equation, Forecast (#) = o * Actual demand
(r—1) + (1 — 0 * Forecast (z — 1). When o is large, the actual demand in the prior
period is given great weight in the forecast for the next period. If @ is 1, the forecast
for the next period is the actual value of the prior period (same as 7 =1 in MA). The
forecast results are markedly affected by the o that is used.

The second equation, Forecast (#) = Forecast (r— 1) + & * {Actual demand
(t— 1)-Forecast (r— 1)}, provides a different perspective on the ES technique. The
forecast in period # is equal to the forecast in the previous period plus a fraction
(specified by o) of the error in the previous period. The error in the previous period
is the difference between that actual demand and the forecast, which can be posi-
tive or negative. If ot is close to 0, the new forecast does not show much adjustment
for the error, and in the extreme case, if @@= 0, the new forecast is equal to the old
forecast with no adjustments.

Small values of & (which will be analogous to large values of 7z in MA) are used
for stable systems where there is, at most, a minimum amount of random fluctua-
tion. Large values of o are used for changing and evolving systems where much reli-
ance is placed on the last observation. New products, as they move through their
life-cycle stages, start with a large ot value, which gradually diminishes as the prod-
uct enters its maturation stage. For most production scheduling systems in both the
job shop and the flow shop, o is kept small, in the neighborhood of 0.050-0.150, to
decrease the system’s response to random fluctuations.

The ES method has a clear advantage over the MA method in terms of the
amount of memory required for storing the data. In addition to the smoothing con-
stant @, at any time we need to store only the exponentially smoothed average and
the actual demand for the previous period. For the MA method, actual demands
for the last 7 periods have to be stored.

The different values of o give different forecast just like different forecasts are
obtained by changing the values of 7 in the MA method. A small value of o makes
minor adjustments to the forecast results as discussed above—giving smoother
forecasts. A smooth forecast is obtained in the MA method if 7 is large. Therefore,
smaller values of o and large values of 7 tend to give similar forecasts. Similarly,
large values of o and small values of 7 tend to give similar results. In fact, when
oe=1, or n=1, the forecast in a given period is equal to the demand in the previ-
ous period and the forecasting system is extremely responsive to changes in the
demand. In this case, the forecast fluctuates as actual demand fluctuates. However,
forecasts are lagging behind the demand by one period.
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If sudden change occurs, then the response will be sluggish irrespective of
whether change is genuine or noise is present when ¢ is small. On the other
hand, if o is close to 1, there will be substantial adjustment for any error. With a
large value of &, the bona fide changes will be reflected immediately in the new
average.

It is difficult to say beforehand which value of & will serve the purpose best.
Different values of « starting with a small value may be chosen to make a forecast.
The actual observed data and the forecast using different values of o may be plot-
ted on a graph and by examination that value of & which tracks the actual demand
best is chosen. Alternatively, for different values of @, the errors—mean absolute
deviation (MAD) and mean squared error—may be calculated and that value of
o which gives a lower error may be chosen. See appropriate details in the section
ahead on forecast errors.

As in the case of MAs, if there is a fundamental systems change, then prior his-
tory of patterns is not a help, and ES should be applied as if to a new startup system
for the first time.

ES has been found to be very effective in a variety of situations. Many forecast-
ing and control systems employ ES because it works better than the older methods
of MAs and WMA. It has proved effective for diverse applications. Fighter aircraft
use ES to aim their guns at moving targets. In effect, they forecast the location of
enemy jets during flying missions. This application shows how fast the ES method
can track a consistent, but dynamically changing pattern. Manufacturers use ES to
forecast demand levels, which experience the same kind of nonrandom but volatile
shifts from time to time. In such cases, the recent past has the most information
about the near future. ES can catch these shifts and make rapid adjustments to
inventory levels. Other manufacturers and service organizations use it because it
requires less computational work and is readily understood.

3.3.4 Forecasting with a Seasonal Cycle

Forecasting when seasonality is present can be done by assuming that what hap-
pened last year (or last month, etc.) will happen again. We call it the historical
forecast method. The pattern is expected to repeat itself within the time period.
This method works if a stable pattern (which is often seasonal) exists. The hotel
and resort business is typically involved with historical forecasts, as is the agricul-
ture business. In each case, special circumstances can arise that lead to the desire
to modify the historical forecast. In the case of hotels and resorts, the state of the
economy can modify the ups and downs of occupancy rates. Agricultural pursuits
are modified by rainfalls and temperature fluctuations (see modifications to the
historical forecast in the sections that follow).

When last year’s monthly sales values are used to predict the next year’s monthly
sales values, the method is based on using past history to forecast. The same concept
applies to weekly or daily sales, which can be forecast on a semiannual, quarterly,
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Table 3.4 An Example of Seasonal Cycles
(Historical Forecast with Seasonal Data)

Actual Sales Forecast of
Month Last Year Sales Next Year
January 1500 1500
February 1600 1600
March 1800 1800
April 2000 2000
May 2300 2300
June 2500 2500
July 2350 2350
August 2100 2100
September 1850 1850
October 1650 1650
November 1550 1550
December 1400 1400

or monthly basis. Table 3.4 shows the historical forecast technique applied to data
that exhibit a seasonal cycle. No modification has been made for an overall change
in annual sales, which is the basis of the historical forecast.

When cycles are stable, they can provide insights that are very important
for P/OM tactical planning. When they work, historical cycles allow P/OM to
excel at capacity planning and production scheduling for mature manufactured
products and services. The historical forecast is not appropriate for a new product
introduction unless there is similarity to some other product that is already on
the market.

Historical seasonal cycles can become apparent by studying the calendar. In
the case of P/OM, there are also other cyclical regularities and patterns that lend
themselves to capacity planning, production scheduling, and purchasing decisions
for both manufacturers and service systems.

If the time-series pattern remains fixed, but the demand level has increased
overall, then a base series modification can be used. Assume that in 2013 the quar-
terly demands were 10, 30, 20, and 40. This gives a yearly demand of 100 units.
Further, assume that in 2014 the yearly demand is expected to increase to 120
units. Then the quarterly forecasts would be adjusted:



94 ® Production and Operations Management Systems

Forecast for 2014
Quarter 1: 120 (10/100) = 12
Quarter 2: 120 (30/100) = 36
Quarter 3: 120 (20/100) = 24
Quarter 4: 120 (40/100) = 48

The adjusted quarterly demands total 120 units. The cyclical patterns are
matched. In the year 2015, assuming the pattern continues and the base level
increases to 150, the time series would be 15, 45, 30, and 60 with the sum of 150.

The above reasoning can be extended to those situations where the demand data
exist for several years with similar demand patterns.

Consider the data in Table 3.5 that gives the quarterly demand for last 4 years.
There is a clear pattern of demand variation among the four quarters. Based on
these data, we can forecast the demand for the four quarters of year 5. Assume that
the annual demand is expected to be, 2800, in year 5. This demand has to be esti-
mated using other techniques. The model discussed in this section will divide the
yearly demand into quarterly demands based on the past quarterly demand pattern.
The following five-step process will be used to obtain the quarterly demand.

Step 1: Find average quarterly demand for each year.

The total demand for each year is divided by four (number of quarters in each
year) to obtain the average demand in each year. Table 3.5 gives the average demand
for each quarter.

Step 2: Compute seasonal index (SI) for each quarter for each year.

The seasonal index for a quarter for a given year is obtained by dividing
the demand in that quarter by the average quarterly demand for that year. For

Table 3.5 Demand

Quarter Year 1 Year 2 Year 3 Year 4
Fall 2530 2690 2790 2860
Winter 2300 2420 2410 2600
Spring 1900 2000 2105 2175
Summer 1510 1775 1875 1945
Average 2060 2221 2295 2395
Calculation [= (1510 + 1900 + | = (1775 + 2000 + | = (1875 + 2105 + | = (1945 + 2175 +
2300 + 2530)/4) | 2420 +2690)/4) | 2410 +2790)/4) | 2600 + 2860)/4)
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Table 3.6 Step 2: Compute Seasonal Index (SI) for Each Quarter
for Each Year

Year | Calculation| Year | Calculation| Year | Calculation | Year | Calculation
Quarter 1 for Sl Year 1 2 for Sl Year2| 3 for Sl Year 3 4 for Sl Year 4

Fall 1.228 | =2530/2060 | 1.211 |=2690/2221 | 1.216 |=2790/2295 |1.194 | =2860/2395

Winter | 1.117 | =2300/2060 | 1.090 |=2420/2221 |1.050 |=2410/2295 |1.086 |=2600/2395

Spring | 0.922 | =1900/2060 | 0.900 |=2000/2221 |0.917 | =2105/2295 |0.908 |=2175/2395

Summer | 0.733 | =1510/2060 | 0.799 |=1775/2221 |0.817 | =1875/2295 |0.812 |=1945/2395

example, the seasonal index for the winter quarter of year 2 is 1.090 which is
obtained by dividing 2420 (demand for the winter quarter in year 2) by 2221
(average quarterly demand for year 2). The seasonal indices for each quarter of
each year are given in Table 3.6. The formulas to calculate the seasonal indices are
also given in this table.

Step 3: Calculate the average SI for each quarter.

The next step is to find the average seasonal index for each quarter which is
simply the average of the seasonal indices calculated in step 2. Table 3.7 gives the
average seasonal index for each quarter. For example,

Average Sl for the summer quarter = 0.790 = 0733 +0.799 Z 0817+ 0812

Step 4: Calculate the average quarterly demand for next year.

In this step, we find the average quarterly demand for the next year. The
yearly demand estimate for next year is 2800. Therefore, the average quarterly
demand =2800/4 = 700. This step is shown in Table 3.8.

Step 5: Forecast demand for quarters of next year.

The quarterly demand for each quarter of next year is obtained by multiply-
ing the average demand by the SI for each quarter. Table 3.9 gives the forecast

Table 3.7 Step 3: Calculate the Average SI for Each

Quarter
Quarter | Average S| Calculation
Fall 1.212 =(1.228 + 1.211 +1.216 + 1.194) /4
Winter 1.086 = (1.117 +1.09 +1.05 + 1.086) /4
Spring 0.912 =1(0.922 + 0.9 +0.917 + 0.908) /4
Summer 0.790 =(0.733 +0.799 +0.817 + 0.812) /4
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Table 3.8 Step 4: Calculating Average Demand per Quarter
for Next Year

Total demand for next year? 2800

Average demand per quarter 700

2 The total demand for next year is given or determined by using
an appropriate forecasting method.

Table 3.9 Step 5: Forecast Demand for Quarters of Next Year
by Multiplying the Average Demand by SI for Each Quarter

Quarter Year 5 Calculation

Fall 848 = (700 * 1.212)
Winter 760 = (700 * 1.086)
Spring 638 = (700 * 0.912)
Summer 553 = (700 * 0.79)

of the quarterly demand of next year. For example, forecast for the Spring quar-
ter = 638 =700 * 0.912, where 700 is the average quarterly demand and 0.912 is
the average SI for the Spring quarter.

In the above example, we have used year as the time period in which the seasons
are represented by quarters. The seasons could have been represented by months if
the time series shows variations by month. In some instances, the week could be
the time period and the days could be the “seasons” if the demand fluctuates on a
daily basis. Restaurants are a good example of where the demand fluctuates on a daily
basis. Even hour of the day can be the “season” if the demand fluctuates houtly in a
given day, for example, the power generation requirement in a power utility or the
number of calls in a telephone company vary on an hourly basis.

3.3.5 Trend Analysis

If the time series exhibits an increasing or decreasing trend, then the techniques
discussed above (MA, WMA, and ES) may not be appropriate for making a fore-
cast. We perform a trend analysis to make a forecast in this case. Consider the
graphs given in Figure 3.6. The zigzag line shows the demand for 10 periods.
There is clearly an increasing trend. The trend analysis will fit a trend line through
these data to make forecast. The equation of the trend line is, Y= + 6X, where
Yis the demand forecast and X is the time period. X is the independent variable
and Yis the dependent variable since the demand depends on the time period. As
X increases Y increases in an increasing trend. Y will decrease as X increases in a
decreasing trend.
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Figure 3.6 Time-series analysis.

In the trend line equation, « is the intercept on the Y-axis which is the value
of the demand (variable Y) when X'= 0. The slope of the line is represented by &
which gives the change in the value of demand (variable Y) for a unit change in
the value of X. That is, & is the amount by which demand will change if the time
period changes by 1.

There are mathematical formulas for finding the values of # and 4. However,
we omit listing those formulae because of their complexity and also because the
Excel computer program has built-in functions to find the values of # and 4. The
“intercept” function in Excel calculates 2 and the “slope” function is used to find
the value of 4. Excel functions are employed in this text to find the values of z and 4.

Example: Consider the demand data for 10 periods given in Table 3.10. The
Excel function gives & = 8.65 and 2 = 2.73. The forecast can now be made for any
time period using these numbers. For example, the forecast for period 11 (X'= 11)
will be F(11) = 2.73 + 11 * 8.65 = 97.87. Similarly, the forecast for period 12 will be
F(12) =2.73 + 12 * 8.65 = 106.52. The forecast can be made for any future period.

The straight line in Figure 3.6 gives the forecast for periods 1-10 using the
calculated values of # and 4. For any given time period, the difference between
the forecast (values on straight line) and the actual demand (values on zigzag line)
gives the error in that period. The trend analysis method minimizes the sum of the
squares of these errors in calculating the values of # and 4.

Table 3.10 Data for Time-Series Analysis

Time: Independent 1 2 3 4 5 6 7 8 91| 10
Variable (x)

Demand: Dependent | 9 15| 32| 48| 52| 60| 39| 65| 90| 93
Variable (y)
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3.4 Regression Analysis

Another valuable method that assists forecasting is regression analysis. This
method is useful for establishing a relationship between two sets of numbers that
are time series. For example, when a series of ¥ numbers (such as the monthly
sales of cameras over a period of years) is causally connected with the series of
X numbers (the monthly advertising budget), then it is beneficial to establish a
relationship between X and Yin order to forecast Y. The first assumption that is
generally made in regression analysis is that the relationship between the correlate
pairs is linear. It is the easiest assumption to check. However, if nonlinear relations
are hypothesized, there are strong, but more complex methods for doing nonlinear
regression analyses. In regression analysis, X is the independent variable and Y'is
the dependent variable.

Example: Consider the data given in Table 3.11. This table gives 10 observations
for the values of X (independent variable) and the corresponding values of ¥ (depen-
dent variable). The data are plotted in Figure 3.7.

We can fit a straight line (called the regression line) to this data. This line will
be an estimate of the way in which the value of X affects the value of Y. For this
example, a linear trend is assumed. Once the line is determined, it can be used to
extrapolate future demand—the value of Y. The equation of the regression line is

Table 3.11 Data for Regression Analysis

Observation number 1 2 3 4 5 6 7 8 9| 10

Independent variable (x) 10 12| 11 9 10| 12| 10| 13| 14| 12

Dependent variable (y) 400 | 600 | 700 | 500 | 800 | 700 | 500 | 700 | 800 | 600

900 -
800 - ] °
Q)
3
g 700
>
= 600 -
L
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Independent variable

Figure 3.7 Regression analysis.
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Y'=a+ bX. Asin trend analysis, « is the intercept on the Y-axis which is the value of
the demand (variable ¥) when X = 0. The slope of the line is represented by & which
gives the change in the value of demand (variable Y) for a unit change in the value
of X. That is, & is the amount by which demand will change if the independent
variable changes by one unit.

We can use the Excel program’s built-in functions to find the values of # (inter-
cept) and & (slope). The Excel function gives = 62.44 and 6 =50.23. A forecast
can now be made for any value of X. suppose X = 15, then the forecast will be, ¥’
(for X=15) = 62.44 + 50.23 * 15 = 815.84.

3.5 Coefficients of Correlation and Determination

An important prerequisite to use regression analysis is the existence of a causal rela-
tionship between Xand Y. Therefore, before we even determine the regression equa-
tion, it is important to find out whether there exists a relationship between X and
Y. The scatter diagrams visually displays the relationships between X and Y. Scatter
diagrams are useful visual aids to find whether there is a relationship between Xand
Y. Figures 3.8 and 3.9 are the scatter diagrams for two different data series. It is easy
to see that there is a relationship between X and Yin Figure 3.8, whereas Figure 3.9
shows very little relationship. These relationships can also be established in quan-
titative terms by calculating the correlation coeflicient. A correlation coeflicient (7)
shows the extent of correlation of X with ¥, where » can take on values from —1 to
+1. At -1, Xand Yare perfectly correlated—going in opposite directions. As X gets
large, ¥ gets small, and vice versa. When =0, there is no correlation and when
r=+1, Xand Yare perfectly correlated going in the same direction. The correlation
coefhicient can be found by using Excel’s built-in function “Correl.” For the series

400
350 s
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250 $ »
200 siwd
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0 5 10 15 20 25
Independent variable (X)

Figure 3.8 Scatter diagram with high coefficient of correlation.
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Figure 3.9 Scatter diagram with low coefficient of correlation.

shown in Figure 3.8, the coeflicient of correlation is 0.97 showing almost a perfect
relationship, whereas the coeflicient of correlation is —0.04 for the series in Figure
3.9, indicating an absence of any relationship. We should not use regression analysis
for the time series represented in Figure 3.9, whereas the time series represented in
Figure 3.8 is a good candidate for regression analysis.

It is not only the relationship that exists between X and Y before doing the
regression analysis, but it is important that a causal relationship also exists between
the independent (X) and the dependent (¥) variables meaning changes in ¥'can be
explained due to changes in X. A causal factor that is common to both Xand Yand
which operates as an unknown link may be responsible for whatever relationship
is found between X and Y. When a series of X numbers is causally connected with
the series of ¥ numbers, then it is beneficial to collect the information about X in
order to forecast Y. Often by chance, correlation appears to be strong although the
relationship is purely random.

The coeflicient of determination (%) is a measure of the variability that is
accounted for by the regression line for the dependent variable. The coefficient of
determination always falls between 0 and 1. For example, if 7= 0.8, the coeflicient
of determination 7* = 0.64 meaning that 64% of the variation in Y'is due to varia-
tion in X. The remaining 36% variation in the value of Y'is due to other variables.
If the coefficient of determination is low, multiple regression analysis may be able
to account for all variables affecting the independent variable ¥ (not covered in this
chapter).
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3.6 Forecasting Errors

It is very rare to get 100% accurate forecasts. There are always some errors in fore-
casting. A good forecasting technique tries to minimize the errors. The forecasting
errors are computed by comparing the actual demand for time period # with the fore-
cast for that same period, that is, Error () = Demand (¢) — Forecast (¢). Two kinds of
forecasting errors can occur. First, actual demand is greater than the forecast. This
is a forecasting underestimate. By convention, when actual demand is greater than
forecast demand, the error term is positive. Second, actual demand is less than the
forecast. This is a forecasting overestimate and in this case the error is negative.

To choose a forecasting method, it is necessary to be able to compare the errors
that each method generates for particular circumstances. There are several different
ways of measuring errors. The choice is dependent on the situation and what kind
of comparison is wanted. Thus, absolute measures are used to count all errors con-
servatively. Absolute measures mean that positive and negative errors are treated the
same way. The reason for doing this is to prevent positive and negative errors from
canceling each other out.

In this chapter, we will study a most commonly used method that calculates
mean absolute deviation (MAD) of the error terms. To calculate MAD, take the
sum of the absolute measures of the errors and divide that sum by the number of
observations. MAD treats all errors linearly and is a more conservative measure.

Example: Consider the data given in Table 3.12. The demand and forecast are
given for 10 periods in columns 2 and 3. Column 4 gives the error for each period,
and column 5 gives the absolute error. The sum of the absolute errors for 10 periods
is 171. Therefore, MAD = 171/10 = 17.10.

To select a particular forecasting method, say ES, we will calculate the values of
MAD by using different values of o« The value of & that minimizes MAD will be
selected. Similarly, applied to the MA method, we will calculate MAD for different
values of 7. The » that minimizes MAD will be selected. A similar procedure will
be used with the WMA method to find the best combination of weights.

Managers change forecasts that are derived by numerical methods because they
know about other factors that are not included in the calculations. This results in
modifications of forecasts that can be called predictions and estimates. It is, there-
fore, wise to maintain a history of all forecasting errors. This should be done for all
methods that are used and for all personnel who are making the forecasts, predic-
tions, and estimates. Some people are good at forecasting and others are not. Also,
some people are good at forecasting only under certain circumstances and not good
in all circumstances.

Historical records of pertinent information are essential. Companies gain major
advantages by finding out who can make good estimates under what circumstances.
Further, there are situations where people can learn to make better forecasts, pre-
dictions, and estimates as a result of feedback about how well they have done in the
past. When a record is not kept, all such advantage potentials are lost.
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Table 3.12 Forecasting Errors

Absolute

Period Demand Forecast Error Error
1 212 206.0 6.0 6.0
2 224 207.0 17.0 17.0
3 220 210.0 10.0 10.0
4 2711 212.0 -1.0 1.0
5 198 205.0 -7.0 7.0
6 236 209.0 27.0 27.0
7 219 224.0 -5.0 5.0
8 296 238.0 58.0 58.0
9 280 249.0 31.0 31.0
10 252 261.0 -9.0 9.0

Total 127.0 171.0

3.7 The Delphi Method

Delphi is a forecasting method that relies on expert estimation of future events. In
one of its forms, the experts submit their opinions to a single individual who is the
only one that knows who the participants are and what they have to say. The per-
son who is the Delphi manager combines the opinions into a report, which, while
protecting anonymity, is then disseminated to all participants. The participants are
asked whether they wish to reevaluate and alter their previous opinions in the face
of the body of opinion of their colleagues. Gradually, the group is supposed to move
toward consensus. If it does not, at the least, a set of different possibilities can be
presented to management.

The regression results could be shown to the Delphi panel of experts with the ques-
tions: “Do you think sales will be higher, lower, or the same as the regression results?
Why?” Consensus might lead to modification of the managers’ targets that were based
on the regression results. Why does this method not let these “experts” talk to each
other and discuss their opinions? If one of the experts is the CEO, or a Nobel prize
winner, the dialogue might not be unbiased. People with greater debating capabilities
are not necessarily people with more insights. The Delphi method is meant to put all
participants on an equal footing with respect to getting their ideas heard.

There is no evidence that the Delphi method provides forecasts (and/or predic-
tions) with smaller errors than other techniques. It is apparent that managers gain
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greater perspective about forces that should be considered when they are contem-
plating possible outcomes. That is a positive benefit of Delphi.

3.8 Pooling Information and Multiple Forecasts

Methods for pooling information to provide stronger forecasts should be explored.
It is critical that all parties share their forecasts as much as possible and try to find
ways to combine them. Usually, stronger forecasts can be obtained if both data and
experience are pooled.

One of the keys to success in combining forecasts is trial and error. What seems
to work is retained and what fails is discarded. As an example of pooling, the results
of a regression analysis could be augmented by a Delphi-type estimation. In this way,
experience and data analysis might be combined to provide a stronger conclusion.

Formal methods can be used to evaluate how well different forecasting tech-
niques are doing. At each period, the method that did best the last time is chosen
for the forecast that will be followed. Forecasts are still derived from the alternative
methods, but they are recorded and not followed. When the actual demand results
are known, the various forecasting methods are evaluated again, and the one that is
most successful is chosen to make the prediction for the next period.

Averaging of forecast results also is used. The results of taking forecasts from
more than one method and averaging these results to predict demand has been
successful in circumstances where choosing the best method (as described above)
produces frequent alteration of the chosen method.

3.9 Product Life-Cycle Stages and Forecasting

Throughout the company, the planning function marches to the drumbeat of prod-
uct life-cycle stages. Operations managers need to be aware of the timing and stages
that drive the development schedules of new products (goods and services), as well
as the production and delivery schedules of the company’s mature products.

The product life cycles are composed of four stages that appear in a regular way
over time. All products and services go through the following stages:

Introduction to the market

Growth of volume and share

Maturation, where maturity is the phase of relative equilibrium

Decline occurs, because of deteriorating sales; decline leads to restaging or
withdrawal

These life-cycle periods are discrete stages in each product’s life that need to be
understood in order to manage that product. Marketing is responsible for using
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different pricing, advertising, and promotion activities during appropriate stages.
P/OM is responsible for intelligent management of the transformation system,
which changes in various ways according to the life-cycle stage. The changes or
transitions between stages require the knowledge of knowing how to adjust the
production system’s capabilities.

3.9.1 Introduction and Growth of the New Product
(Goods and Services)

There are two new product early phases of life-cycle stages. These are initial intro-
duction and sales growth of the product. The “idea” for the product and its devel-
opment precedes the introduction. The entire team works on ascertaining the
marketing feasibility of the idea, as well as the feasibility of making it and deliver-
ing it. Research and Development (R&D) may have made sample product so that
market research can test its customer acceptability. When it is approved, P/OM and
engineering swing into action to create the production system that can make and/
or assemble it. During this process of bringing the idea to reality, there are many
“make or buy” analyses.

None of this is easy. It takes a lot of effort and attention to detail. There is much
time and talent needed to conceptualize the product, design its specifics, organize
the process for making it, cost it out, pilot test it, and so forth. When the product
is accepted, it is released for production and marketing. All of these take place in
the introductory stage.

3.9.2 Maturation and Decline of the New Product
(Goods and Services)

When the new product or service stops growing, it is considered mature. This
means that its volume is stabilized at the saturation level for that brand. The com-
petitors have divided the market, and only extraordinary events, such as a strike at
a competitor’s plant, are able to shift shares and volumes.

During the introductory phase, P/OM had to deal with producing larger and
larger quantities of product. Now the marketing—production relationship reaches
equilibrium. Marketing takes specific actions during this phase to maintain the
product’s share of the market. Prices often are lowered. Coordination between
P/OM and sales is essential to meet delivery schedules on time. Finally, the product
begins to lose share, volume drops, and, depending on the strategy, the product is
either restaged or terminated.

It is expected that a new product will have been introduced previously that has
grown to a reasonable extent. It is the replacement for the other product and has
been assigned the capacity of the product that has been replaced. The cycle of the
new product is similar to that of the one that is replaced in that it goes through
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Figure 3.10 Trajectory representing the evolution of new product or service life-
cycle stages.

introduction, growth, maturation, and decline. Figure 3.10 illustrates the trajectory
that represents the evolution of new product or service life-cycle stages.

3.9.3 Demand Prediction in Life-Cycle Stages

Life-cycle stages provide a classification for understanding the kinds of trends that
can be expected in demand. During the introduction, the demand is led by the
desire to “fill the pipeline.” This means getting product into the stores or into ware-
houses or wherever it must be to supply the customers.

When growth starts to occur, there is a trend line of increasing sales. The trick
is to estimate how fast demand will increase over time and for how long a period
growth will continue. There are good methods used by market research to find out
what is happening. This information is fed back through sales to P/OM for pur-
poses of production scheduling.

The revenue-generating capacity of a product varies over its lifetime. (The word
“product” is applicable to goods and/or services, so product should be read as either
or both.) During the introduction, expenditures usually are high to bring the new
product to the distributors, retailers, and customers. The cash flow is negative. More
is being spent on the introduction of the product and promotion of growth than the
product revenue returns. Later, when the customer base has been established, net
revenue increases, and expenditure decreases. During the stable period of product
maturity, if the product enjoys a loyal following, promotions of any kind may be
unnecessary. Eventually, competitive moves are likely to lead to price cuts and the
withdrawal of the product from the market. The extent of the stable interval has
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been decreasing in many categories because of rapid technological changes as well
as aggressive competitive behaviors.

Product life cycles have been speeding up, which means that growth has to
occur faster. The product does not stay in the mature stage long and has to be
replaced more often. More new product introductions are required to replace wan-
ing products. The challenge for P/OM is the rapidity of adjustment that is required
to all of the life-cycle stage changes and to go through them frequently, that is,
plant expansion and contraction, new supply chain sources, inventory obsoleted by
immediate demands for new products (e.g., iPhone 5).

P/OM thinking is crucial to each of the four stages. The new design that is
about to enter production has been finalized. There still are many questions to be
answered. How much product must be made for distribution at start-up? How
much product will be needed to keep the supply lines filled to meet the demand
during growth? How much capacity is to be used at each of the stages? How much
training will the evolving work configurations require? Making or buying decisions
can change. What should be bought at first, at the lower volumes, might be better
made in the plant, at the higher volumes that are associated with maturity. The
global supply chain is a dynamic factor which demands up-to-the-minute informa-
tion and rapidly changing plans.

3.9.4 Protection of Established (Mature) Products
(Goods and Services)

Organizations that have been successful with their new product introductions can
bank on having established products or services that generate cash flow. The “bank”
is not as good as it used to be though, because the competitive rate of new product
introductions has increased markedly in recent years. P/OM requires the cash to
pay labor and buy materials from suppliers. Generally, P/OM spends more cash
than any other department in the company. These cash accounts for operating
expenses may total 70% of all cash spent by the company.

To meet the cash flow requirements and to have the right plans in place requires
excellent forecasting abilities of the marketplace dynamics. This is the phase where
many big companies failed to forecast changes and they lost their edge or went bank-
rupt. Examples include, Sony’s Betamax, Blockbuster, Borders, Circuit City, Digital
Equipment, Eastman Kodak, Enron, Global Crossing, Lehman Brothers, Nortel,
Polaroid, Pan Am, Sharper Image, Sun Microsystems, and Wang Laboratories.
Each and every one of these situations might have been avoided if forecasting had
called attention to the cliff that was in front of their fast moving trajectory.

Because of global organizations, there are more competitors in the game, and
because there are more competitors, each organization competes harder. Increased
competition has led to higher levels of market volatility. Nevertheless, for most
product categories, there is still plenty of opportunity to benefit from the mature
product life-cycle stage. P/OM benefits from the security of established products
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because they have stable material and labor skill requirements. They also provide
the opportunity to improve the productivity of these processes.

However, it is essential to obtain good forecasts about timing when the mar-
ket equilibrium is deteriorating. Market share deteriorates slowly at first and then
severely when the tipping point is reached. Suddenly, the production system is using
materials and labor to make a product or deliver a service that no one wants. What
has triggered this state of affairs? Was the handwriting on the wall? Could Polaroid
have forecast the digital camera? The interesting and conclusive answer is “yes.” In
every one of the cases previously mentioned, with proper methods and clear vision,
forecasting could have seen what was coming even though the cause of the problem
could not have been anticipated and the timing prediction might have been flawed.

The Pan Am case provides an interesting example. Pan Am flight 103 on
Wednesday, 21 December 1988 was destroyed by a bomb over Lockerbie, Scotland
killing all 259 people on board the plane. The effect on bookings was immediate
and the continued publicity barrage kept negative associations uppermost in future
flyers’ minds. It cannot be known if Pan Am could have reversed the revenue decay
but many have supposed that creative efforts on a grand scale might have suc-
ceeded. What is known is that Pan Am’s management tried to wait it out without
forecasting the inevitable bankruptcy that would occur when load factors fell below
breakeven. Production planning for a period of very low occupancy might have
conserved enough cash to weather the storm. Forecasting played no part in Pan
Am’s planning after the catastrophe.

By current definitions, this bombing was a black swan event which is an occur-
rence that is very rare, unexpected, and even impossible. In the sixteenth century,
black swans were presumed not to exist. Later, it was realized that black swans are
very rare but they do occur in nature. The Black Swan theory of forecasting is relevant
to many situations (such as the Chicago Tylenol unsolved murders—these poisonings
occurred in 1982). Johnson & Johnson made a major P/OM decision to redesign the
package and to publicize with extensive marketing expenditures their new quality
control (safety) measures. The Tylenol case is often cited because J&J used forecasts
to correctly redirect marketing efforts and P/OM strategies. Disaster was avoided
and crisis management was totally successful. When established product designs and
brands (such as Keuffel & Esser slide rules, RCA 45 rpm vinyl records, 3.25 floppy
disk drives, and Kodak 35-mm films) disappear in the market, it is essential to note
that many producers were surprised but very few consumers were surprised.

Summary

Strategic planning requires teamwork. P/OM should be part of the team. Chapter
3 discusses P/OM’s role in helping to develop strategies and illuminates P/OM’s
assignment to carry them out. P/OM is responsible for seeking out and adopt-
ing “best practice.” Life-cycle stages are developed. This includes introduction
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and growth of new products, followed by their maturation and decline. P/OM is
expected to protect established products. The challenge is difficult when competi-
tors introduce disruptive innovations. Recognition of problems and fast action to
deal with disruptions are needed.

Forecasting is essential for proper management of life-cycle stages. Extrapolation
and correlation are vital methods used with time-series analysis. Other important
forecasting methods that are covered include MAs, WMAs, regression analysis,
correlation coefficients, coeflicients of determination, multiple forecasts, and the
Delphi method. Also, the means for evaluating the different forecasting methods
by comparing the kinds of errors they generate is explained.

Review Questions

1. What is suboptimization and why is it a concern of P/OM?
2. What is meant by the statement “P/OM is a scarce resource”?
3. What is a time series> How would it be used to make predictions about
emerging technological developments?
4. Is there a basis for predicting periods of prosperity and of economic slow-
downs on the basis of cycles?
5. What are life-cycle stages? Why does the concept of life-cycle stages unite P/
OM with other members of the organization in using the systems approach?
6. Detail the life-cycle stages of new products and explain them for both goods
and services.
. What is extrapolation and how is it used?
. What is correlation?
. What is an historical forecast? When is it used?
. Why are long life-cycle stages considered desirable? Does this apply to start-
up and growth as well as the mature stage of new products?
11. When are multiple forecasts desirable?

S O 0 g

Problems

1: The larger the number of periods in the simple MA forecasting method, the
greater the method’s responsiveness to changes in demand. (True or False)?

2: The coefhicient of correlation can never be negative. (True or False)?

3: Most forecasting techniques assume that there is some underlying stability in
the system. (True or False)?

4: The percent of variation in the dependent variable that is explained by the
regression equation is measured by which one of the following? (a) MAD,
(b) slope, (c) coefficient of determination, (d) correlation coefficient, or
(e) intercept.
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: Time-series data may exhibit which of the following behaviors? (a) Trend,

(b) random variations, (c) seasonality, (d) all of these.

: Weekly sales of bread at a local Whole Foods Market are given in the table

below. Forecast sales for week 7 using a 3-week MA.

Week 1 2 3 4 5 6 7 8

Sales 402 | 385 | 420 | 382 | 410 | 432 | 385 | 411

: Weekly sales of ten-grain bread at the local Whole Foods Market are given in

the table below. Forecast demand for week 6 using a 4-week MA.

Week 1 2 3 4 5 6 7 8

Sales 415 | 389 | 420 | 382 | 410 | 432 380 | 410

: What is the forecast for May based on a WMA applied to the following past

demand data and using the weights: 0.7, 0.2, 0.1 (largest weight is for most
recent data)?

Nov. Dec. Jan. Feb. Mar. April

37 36 40 42 47 43

: What is the forecast for April based on a WMA applied to the following past

demand data and using the weights: 0.6, 0.3, 0.1 (largest weight is for most
recent data)?

Nov. Dec. | Jan. Feb. Mar. April

37 40 36 47 42 43

What is the forecast for May based on a WMA applied to the following past
demand data and using the weights: 0.5, 0.3, 0.2 (largest weight is for most
recent data)?

Jan. Feb. Mar. | April | May June

137 140 136 145 138 144

Given an actual demand of 110, a previous forecast value of 120, and an
0= 0.3, the ES forecast for the next period would be _____

Given an actual demand of 103, a previous forecast value of 99, and an
o= 0.4, the ES forecast for the next period would be



110 ® Production and Operations Management Systems

13: For a given product demand, the time-series trend equation is 25 + 3.2.X.
What is the demand forecast for period 10?
14: The demands for an item for the 12 months of year 2014 are given below.

Period (T)

—_
N
OS]
N
6]
(o))
~N
[e=]
]

10 |11 12

Month  |Jan. |Feb. |Mar. |April |May |June |July |Aug.|Sep. |Oct. |Nov. | Dec.

Demand [151 |152 (132 |161 |182 |192 [174 |159 [183 |169 |175 |181

The trend projection equation is ¥'= 148.97 + 2.864 7 where 7T'is the number of
the month. Make a forecast for June of 2015. (Note that the value of 7 to be used
in the trend equation is 18. June is the 6th month of 2015.)

15: A forecasting method has produced the following data over the past 5 months.

What is the MAD?
Actual | Forecast | Error | |Error|
10 11 -1 1
8 10 -2 2
10 8 2 2
6 6 0 0
9 8 1 1

16: For the data given below, is the forecasting system overestimating or under-
estimating the demand? (a) Overestimating, (b) Underestimating.

Actual | Forecast | Error |Error|
10 11 -1 1
8 10 -2 2
10 8 2 2
6 6 0 0
9 8 1 1

17: A forecasting method has produced the following data over the past 6 months.
What is the MAD at the end of 6 months?
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Month | Actual | Forecast Error |Error|
1 10 9 1 1

2 8 10 -2 2

3 10 8 2 2

4 6 6 0 0

5 9 8 1 1

6 11 12

18: If the coefficient of correlation is —0.8, what is the percent of variation in the
dependent variable that is explained by the regression equation?
19: If you were selecting a forecasting model based on MAD, which of the fol-
lowing MAD values reflects the most accurate model?
(A) 0.2, (B) 0.8, (C) 2.0, (D) 4.5, (E) 100.
Past actual demand (in units) for a company is given below. Answer the next
three questions.

Month 1 2 3 4 5 6 7 8 9

Actual demand 700 | 645 | 660 | 648 | 655 760 | 682 670 | 756

20: Compute a weighted 3-month MA for month 7 by using the following
weights: 0.5, 0.3, and 0.2. The weight is highest for the latest month.

21: The demand forecast for month 7 by using a simple 3-month MA willbe ___

22: Find the forecast for month 9 by using ES with o= 0.3.

23: Find the value of MAD at the end of month 8 by using the demand and
forecast data in the table given below.

Month 1 2 3 4 5 6 7 8 9

Actual demand | 700 | 645 | 660 648 655 | 760 | 682 670 | 756

Forecast 720 | 675 | 635 587 702 | 718 | 740 753

24: Which of the following statements is true on the basis of the data given in the
above table?
a. 'The demand is being overestimated.
b. The demand is being underestimated.

25: In regression analysis, you determine the intercept value of the model to be
1000 and the slope value to be 50. What is the resulting forecast value using
this model if the value of the independent variable X is 12.
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: The following trend projection, based on past 36 months (years 2014, 2015,

and 2016) data is used to predict monthly demand:
Y'=250 + 1.5¢, where ¢ =1 is the first month of year 2014 (January 2014)

What is the seasonally adjusted forecast for March 20172 It is given that the
seasonal (monthly) index for March is 0.8.

The following trend projection, based on past 12 quarters (years 2014, 2015,
and 2016) data is used to predict quarterly demand:

Y'=250 — 2.5z, where £=1 for the first quarter of 2014.

Seasonal (quarterly) indices are Quarter 1 =1.5; Quarter 2 = 0.8; Quarter
3 = 1.1; and Quarter 4 = 0.6.

What is the seasonally adjusted forecast for the second quarter of 20172

The demand data for an item for 3 years is given in the table below. Find the
forecast for the Winter quarter of the fourth year using the seasonal forecast-
ing model. Total demand in the fourth year is expected to be 2212 units.

Quarter Year 1 Year 2 Year 3
Fall 110 135 180
Winter 240 355 500
Spring 600 750 830
Summer 450 540 610

The Highway Department is considering using a 6-month MA to forecast
crew hours needed to repair roads month by month for the coming year. To
test whether this method is accurate, use last year’s data (shown in the fol-
lowing table) to predict the last 6 months’ crew hours to compare with the
observed values. Start with the average of January through June to compare
with the actual value of 200 for July and so on through December.

Month Crew Hours
January 110
February 120
March 140
April 180
May 250
June 200
July 200
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Month Crew Hours
August 220
September 280
October 120
November 100
December 80

Referring to Q29, prepare an analysis of the errors in using the 6-month MA
as a predictor.

Referring to Q29 and Q30, use a 3-period MA to forecast the last 6 months
and compare directly to the 6-month forecast developed there. Here, the first
forecast is the average of April, May, and June to compare with the actual
value of 200 for July and so on through December.

Referring to Q29, Q30, and Q31, use a 6-period WMA to forecast the last
6 months and compare directly to the un-weighted forecasts for 6-month and
3-month periods. Use the weights 0.1, 0.1, 0.1, 0.2, 0.2, and 0.3 with the 0.3
weighting the most recent datum point.

The following table presents data concerning the sales of minivans and mini-
van tires for 10 years. It is believed that the demand for minivan replacement
tires is highly correlated with the sales figures of minivans for the previous
years. Based on these data which is a better predictor of minivan tire sales—
sales of minivans three years prior or four years prior?

Year t Minivan Sales in Minivan Tire Sales yt
Year t (in millions) in Year t (in millions)

1 10 4

2 12 6

3 11 7

4 9 5

5 10 8

6 12 7

7 10 5

8 9 7

9 8 8

10 7 6
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Chapter 4

Capacity Management
and Aggregate Production
Planning

Readers’ Choice: 12 roses, 9 tulips, and 3 lilies
aggregate to yield two dozen flowers

Alden, J.M., Burns, L.D., Costy, T., and Hutton, R.D., General
Motors Increases Its Production Throughput, Interfaces, 2006,
36(1), p. 6. The following three activities increased GM'’s rev-
enue and saved $2.1 billion: (1) better estimate of through-
put, identifying bottlenecks, and better buffer allocation,
(2) real-time data collection, and (3) establishment of common
processes.

Caixeta-Filho, J.V., van Swaay-Neto, J.M., and de Padua
Wagemaker, A., Optimization of the Production Planning and
Trade of Lily Flowers at Jan de Wit Company, Interfaces, 2002,
32(1), p. 35. The model developed by the authors produced the
following benefits to the company. “Between 1999 and 2000,
company revenue grew 26 percent, sales increased 14.8 per-
cent for pots of lilies and 29.3 percent for bunches of lilies, costs
fell from 87.9 to 84.7 percent of sales, income from operations
increased 60 percent, return on owner’s equity went from 15.1
to 22.5 percent, and best quality cut lilies jumped from 11 to
61 percent of the quantities sold.”
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authors developed a model to simultaneously optimize Frito-
Lay’s inventory and transportation decisions and demonstrated
that the company can reap substantial benefits by implement-
ing this model.

Fleischmann, B., Ferber, S., and Henrich, P, Strategic
Planning of BMW’s Global Production Network, Interfaces,
2006, 36(3), p. 194. The authors developed a strategic-planning
model for BMW to allocate various products to global sites that
led to more transparency and flexibility of the strategic plan-
ning process.

Gerald, B., Keegan, J., Vigus, B., and Wood, K. The Kellogg
Company Optimizes Production, Inventory, and Distribution,
Interfaces, 2001, 31(6), p. 1. Kellogg’s operational planning sys-
tem reduced production, inventory, and distribution costs by
approximately $4.5 million in 1995, whereas its tactical system
helped in consolidating production capacity with an expected
savings of $35 million to $40 million per year.

Kuchta, M., Newman, A., and Topal, E., Implementing a
Production Schedule at LKAB’s Kiruna Mine, Interfaces, 2004,
34(2), p. 124. The authors developed a production plan for
Kiruna’s mining operations. The model identifies the produc-
tion blocks to mine and the time to mine them. The plan mini-
mizes variations from monthly production plans within the
operational constraints.

Capacity management relates to how the existing system is used. The systems
viewpoint broadens the scope of inquiry to include questions about the existing
arrangement and whether alternative configurations might not provide superior
alternatives. The discussion of options cannot be pursued without consultations
between marketing, finance, R&D, and P/OM.

Capacity is always limited by the bottleneck operations in both manufacturing
and service departments, or in the entire supply chain. Supply chain management
is discussed in detail in Chapter 9. In this chapter, we discuss capacity manage-
ment from the viewpoint of an operations department, but references to the entire
supply chain are made when relevant. The viewpoint must be systems-wide to scan
across facilities with excess capacity in order to spot the overloaded resources that
are struggling to keep up with the rest of the system.

Delays are another source of capacity problems that are often caused by factors
that are outside the organization’s boundaries, for example, vendor postponements.
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Thus, suppliers must also be viewed as part of the system to understand swings in
demand caused by delays that create above peak and below normal requirements
throughout the entire supply chain.

After reading this chapter, you should be able to:

® Define and measure capacity.

B Make clear what aggregation does and why that is
important.

m Explain the function of aggregate planning (AP).

B Discuss the systems nature of AP in terms of classes of
resources and product-mix families.

B Explain standard units of work.

B Relate the importance of forecasting to AP.

® Compare constant (or level) production with a chasing
policy—where supply chases demand.

B Detail the cost structure for aggregate planning.

B Developaggregate plans using overtime and subcontracting.

m Distinguish between planning for manufacturing and ser-
vice industries.

4.1 Definitions of Capacity

Actual capacity of the supply chain, or that of a manufacturing or service depart-
ment, is the greatest throughput rate that can be achieved with the existing con-
figuration of resources and the accepted product or service mix plans. Altering
the product or service mix can (and usually will) change actual realizable capacity
to produce output. Modifying the existing configuration of resources, equipment,
and people in the supply chain workforce alters real capacity. The systems point
of view includes cash as part of the resources because cash can be converted into
new machines, which alter real deliverable throughput capacity. The systems view-
point includes good ideas, which can increase supply chain capacity with minimum

expenditures.
The formula for actual measured capacity of a manufacturing or service depart-
ment is
C=TxExU,
where

C = actual measured capacity (in units converted to standard hours)
T = real time available
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E = efficiency
U = utilization

T is determined by calculating the amount of time that is available when
fully utilizing the resources that are already in place to make and deliver prod-
uct throughput. Doubling the number of machines, trucks, etc., doubles 7 (the
amount of available time). E is the efficiency with which time 7 can be utilized to
make and deliver different kinds of products. Then, 7" E'is equivalent to standard
hours available to make and deliver the products. U is how much of the available
throughput capacity can be (or is) utilized. Lack of orders or breakdowns of pro-
ductive systems diminish U. When 7 and £ and U are multiplied, the product is
C, the actual capacity that is being (or has been) utilized. Table 4.1 illustrates the
calculations.

Assume that the rated maximum throughput capacity of the plant for the data
given in Table 4.1 is 150 standard hours. It never achieves the maximum, but comes
closest to doing so on Wednesday. As briefly explained before, there are a variety
of reasons why the system does not achieve maximum throughput. Systems with
bottlenecks and flow disruptions can never achieve maximum product throughput.

E, the efficiency, is a proportional factor used to convert units of throughput to
standard times. Systems of machines and people that work slower have lower effi-
ciency than those that have a higher productive output. Often, the best in the class
is given an efficiency of 1. It is to be expected that variations in efficiency will occur.
Sometimes the source of the variation can be traced. If it is significant variation,
then it should be corrected. Unexplained fluctuations in capacity are unpleasant
and unprofitable.

If a supply chain is operating at 90% of the standard time because a supplier
(somewhere along the supply chain line) has delivered a defective product, remedial
action must be taken with supplies on hand and the problem must be corrected
with future deliveries. Marketing may have assured deliveries, so customer noti-
fication and promises of remedial action reflect the urgent nature of the systems
problem so often involved in capacity management.

Table 4.1 Capacity Utilized (C)

Product | Monday | Tuesday | Wednesday | Thursday | Friday
T101 25 20 65 18 30
T102 65 10 25 40 0
MW11 40 90 50 70 80
Total 130 120 140 128 110

Note: The numbers are product throughput.



Capacity Management and Aggregate Production Planning m 121

U, the utilization, is applied as a proportional correction to standard time when
there are supply chain disruptions. Even when everything is running “as planned”,
the value of U is often less than 100%. If the system is operating even faster, the
value of U can exceed 100%. There are pros and cons related to running opera-
tional systems above the maximum rated capacity. How long maximum capacity is
exceeded also counts.

U is a measure to be wary of when it becomes an objective of management
to keep U as close to 100% as possible. There are sound economic reasons not to
operate a production department above capacity. For example, it is economically
sensible to stop production when the planned output quota has been met and
safety stock is sufficient. Shutting down the production system for 2 h of an 8-h
day means that the U measure goes to 75%. Actual measured operational capac-
ity is going to be reduced by a fourth. For various reasons, that may be a good
thing.

Management must establish the fact that supply chains are composed of com-
plex sub-systems some of which cannot function above capacity for very long. The
costs of unsold throughput must be analyzed. How long will stored output remain
as inventory? Are there fluctuations in demand that they will buffer or is the buffer
in place already? The costs of arbitrary utilization of supply chain capacity to elimi-
nate less than 100% utilization should be recognized for what it is—waste of time
and money due to fear of seeming to waste (unutilized) capacity. An appropriate
decision model can be constructed to set proper supply chain throughput based on
maximizing the whole systems performance.

As an example, assume that U'is 0.963. This is likely to be viewed as a more rea-
sonable utilization factor than 0.750. P/OM, in general, will not tolerate a perma-
nent situation where utilization factors are below 0.900. Still, the target numbers
will be dependent on the situation. For example, in service organizations, a high
value of U might be required to keep queues short. Cyclical supply chain demand
systems can be expected to cycle between utilization factors in the 70% range and
then up to more than 100% capacity. Cyclical industry companies prefer having
excess capacity in reserve and expect to operate effectively below the misleading
ideal of 100% utilization.

Using data in Table 4.1, the value of 130 actual standard hours of throughput
on Monday might have been obtained as follows:

C=TxEx U=150x0.9x0.963 = 130 actual standard hours.

The ratio of actual standard hours to maximum standard hours is equal to
130/150 = 0.87 or 87%.

Suppose in a bank, there are six tellers’ windows. If the bank is open for
8 hours (h) per day, the maximum designed capacity is 48 h. This is a long-term
decision because the number of windows cannot be changed every day. If there are
only four tellers on a given day then the operating capacity is 32 h. The operating
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capacity can be changed on a daily basis (even every hour) by changing the number
of tellers. The operating capacity cannot be more than the designed capacity. The
actual utilization of the four tellers may only be (say) 27 h—based on the number
of customers that visit the bank.

The same situation applies to grocery stores with one cash register and super-
markets with dozens of checkout counters. The number of operating rooms in a
hospital is the maximum design capacity. The number of seats in a restaurant is the
maximum design capacity but the service rate and the length of time that custom-
ers stay in their seats determines throughput capacity.

In that regard, maximum operational capacity can also be defined as maxi-
mum sustained throughput of goods or services. Operations capacity describes how
many units can be supplied per unit of time. For services, a bank might compare
the maximum number of people the bank teller can process per hour with the
maximum number of people the ATM can process per hour. This is a supply chain
service capacity comparison.

For a manufacturing supply chain example, compare the maximum number of
hot dogs Oscar Meyer (OM) can make and ship per hour with the maximum num-
ber of hot dogs Hebrew National (HN) can make and ship per hour. The maxi-
mum number is likely to be much bigger than the breakeven number (see Appendix
A). In this supply chain the ingredients required to make the products have a flow
through rate that must match the producers’ rates. It is not possible to determine if
OM is better off than HN without the entire picture of the system.

Still, this comparison is one that both companies would like to make to com-
pare their PMCs (productivities at maximum capacity). PMC makes an excellent
benchmarking measure. In supply chain terms, benchmarking is a systematic com-
parison of fundamental measures with those of contestants performing similar sup-
ply chain functions.

Many other aspects of capacity planning are discussed in Chapter 9, Supply Chain
Management. In the following sections, we will discuss capacity planning for an
operational department what is popularly known as aggregate production planning.

4.2 Introduction to Aggregate Production Planning

Aggregate planning (AP) moves the focus onto the shop floor, inside a manufactur-
ing plant, or in a service facility, where work is done. Operations managers must
deal with workforce planning. The number of employees is strongly related to the
outputs required from the input—output transformation process. Workforce plan-
ning is directly related to the control of inventories based on forecasts of demand.
AP is the process to develop a generalized production plan for all job types in an
organization. For example, the job types may include: the water-based, oil-based,
and acrylic paints for a paint manufacturer; different kinds of services offered by a
market research company; or a hospital with tests and treatments for all kinds of
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cases. The drivers of AP are forecasted customer demand, specific customer orders,
or the workload determined through any other rigorous planning process.

The forecasts and workloads are translated into operational plans. The goal is to
be prepared to make the products and deliver them when needed. The same applies
to delivering services to the customers at the right time. Aggregate plans outline the
strategies to meet the fluctuating demand for products and services for a planning
horizon spanning over 6-18 months. These are called medium-term plans. These
plans are made after the demand forecasts are known for all periods covered by the
planning horizon. The plans are developed for the total demand (total of demands
for all products) and not separately for the demands for individual products—giv-
ing it the name “aggregate planning.” As an example, three oranges, two bananas,
five apples, and seven grapes are in the aggregate 17 pieces of fruit.

Aggregate plans specify the schedule of work, that is, the number of units to
be produced or services to be provided in every period. The plans also specify the
resource requirements. The investment in machines and other long-term facilities
bound the production levels and generally do not change during the planning hori-
zon. The resources that can be altered and changed include permanent full-time
workers, temporary workers, and part-time workers. The plans are revised after
periodic intervals—most frequently every quarter. The planning period, “the time
bucket,” is generally a month but any time bucket can be used. We are going to use
“month” as the planning time bucket in this chapter.

AP starts a chain reaction in the supply chain of suppliers—producers—cus-
tomers. After the internal assignments that relate to the factory and the office are
scheduled, the external flows begin to function. These are flows of materials from
the factory to the warehouses by trucks and other transport systems, which must
be coordinated. Transport from the warehouses to the customers must be orga-
nized. External flows from suppliers to the production transformation system must
be activated. Equipment may have to be rented or bought and people hired and
trained, or workforce reductions may be initiated. Material flows inside the com-
pany can be scheduled in detail for specific items or in categories of specific items
that have been aggregated.

Before trying to do detailed, tactical scheduling (discussed in Chapter 6), AP
(which is generic) should be used to avoid costly mistakes arising from not being
prepared with the proper resources at the right time. It is important to note that AP
is an internal production management function that leads to detailed internal pro-
duction scheduling in later stages. We will illustrate the nature of the AP problem
and the strategies for solving the problem through the following three examples.

4.3 Example 1: Aggregate Production Planning

Consider the case of a company that is manufacturing a single product to under-
stand the nature of the problem. Table 4.2 gives the “expected demand” for this
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Table 4.2 Expected Demand

Period 1 2 |3 4 5 |6 7 |8 |9 |10 [11 [12 |Total | Average

Expected 210 [440 {600 |300 |480 | 610 |560 | 800 | 200 |400 |380 | 540 | 5520 | 460
Demand

product for the next 12 months. However, as we studied in the chapter on fore-
casting, the actual demand could be different from the expected demand. While
solving the AP problems, we make an implicit assumption that the actual demand
is equal to the expected demand. The discrepancy between the expected and actual
demands can be incorporated during the revisions of plans. The plans are gener-
ally revised after a certain interval like a month or quarter. The provision for safety
stocks can also be included in the demand forecast to take care of these discrepan-
cies. However, we are not considering safety stocks in this chapter to reduce the
complexity of the problem.

The demand in Table 4.2 varies from a high of 800 in period 8 to a low of 200
in period 9. How do we meet these fluctuating requirements? We will study three
different plans and discuss each of them in the following section.

4.3.1 Production Plans

We examine three different plans to meet the production requirements. In all three
plans, the total production in 12 months is equal to the total demand in Table 4.2,
namely 5520. However, these plans result in different production quantities for
each month. Two of the basic (or “pure”) plans include: (a) Level plan, in which the
same number of units are produced in every period, that is, produce at an average
rate throughout the planning horizon, and (b) Chase plan, in which the number
of units produced in each period is equal to the demand in that period. That is,
produce what you need in every period. A third strategy, Mixed or Hybrid strategy,

INSET 1

Production Plans

Level plan: The number of units produced in each month is constant at a
chosen level.

Chase plan: The number of units produced in a given month is equal to
the exact demand in that month.

Mixed or hybrid plan: The number of units produced is constant at a given
level for a few months and then changes. The level may change several times.
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is a mixture of these two pure strategies. These production plans are listed in Inset 1
and are discussed below.

Level plan: In this plan, the production quantity is constant at the average
demand level 460 (= 5520/12). The details of this plan are given in Table 4.3. The
plan results in inventory in some months and shortages in other months. The inven-
tory/shortage amounts can be obtained by comparing the demand and production.
For example, in the first month the demand is 210 and the production is 460.
Therefore, 250 (=460 — 210) units go in stock as inventory. In the second month,
the demand is 440 and the production is 460. Production exceeds demand
by 20 units and therefore the inventory increases to 270 (=250 + 20). In the
third period, the demand (600) exceeds production (460) by 140 units. Therefore,
140 units will be withdrawn from the inventory to meet the demand and the inven-
tory decreases by 140 units to a total of 130 units.

This is how the inventory levels are calculated. The inventory levels can also
be calculated by simply taking the difference between cumulative production and
cumulative demand in each period. The third column which is derived from the

Table 4.3 Level Production Plan

Expected | Production | Cumulative | Cumulative
Month Demand Plan Demand Production | Inventory
1 210 460 210 460 250
2 440 460 650 920 270
3 600 460 1250 1380 130
4 300 460 1550 1840 290
5 480 460 2030 2300 270
6 610 460 2640 2760 120
7 560 460 3200 3220 20
8 800 460 4000 3680 =320
9 200 460 4200 4140 —60
10 400 460 4600 4600 0
1 380 460 4980 5060 80
12 540 460 5520 5520 0
Total 5520 5520
Average 460

Note: Inventory = cumulative production — cumulative demand.
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second column gives the cumulative demand. The cumulative demand in a given
month is the total of all demands up to and including that particular month.
For example, the cumulative demand for period 3 will be 210, 440, and 600,
for a total of 1250. In a given period, there will be inventory if the cumula-
tive production exceeds cumulative demand and there will be a shortage if the
cumulative production is less than the cumulative demand. As shown in Table
4.3, there are shortages in months 8 and 9. There is a shortage of 320 units in
month 8 because by the end of eighth month we have produced a total of 3680
units but the demand is 4000 units. In the next month, we produce 460, whereas
the demand is 200 units. So the shortage goes down to 60 units. This is how the
calculations are done from period 1 to the last period. In months 10 and 12, the
inventory or shortages are zero.

Figure 4.1 gives a graphical representation of the Level plan. The cumulative
demand (solid line) and cumulative production (dotted line) are plotted in this fig-
ure. These graphs depict that in some periods the dotted line is above the solid line
(indicating inventory) and below the solid line (indicating shortages) in other peri-
ods. The solid line is above the dotted line in months 8 and 9, indicating shortages
as discussed earlier. The inventory (shortages) levels are zero in periods 10 and 12.
It may also be noted that this plan may not work in service industries because the
services cannot be inventoried. The Chase plan, discussed next, is more appropriate
for service industries.

6000

—=— Cumulative demand

[*A)
(=3
(=3
(=)
I
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3000 H

2000 -

Cumulative demand and production

Figure 4.1 Graphical representation of level plan.
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Chase plan: In this plan, production is equal to the demand in every period:
210 in the first month, 440 in the second month, 600 in the third month, and so
on for a total of 5520 at the end of the year. This is called the “chase plan” because
production “chases” demand. The inventory and shortages are calculated just like
these were calculated in Plan 1. However, there are no inventories and shortages in
this plan. The details of the plan are given in Table 4.4. The cumulative production
and cumulative demand graphs overlap as shown in Figure 4.2.

Hybrid plan: The Hybrid plan, also known as “Mixed plan,” is a mixture of the
Level and Chase plans. The Level and Chase plans are at two extremes because in
Level plan the production level is constant and in Chase plan it changes in every
month. In the mixture of these plans, we can produce at a selected level for a few
months, then change the production level for a few months, and may change it
again. There can be many mixed plans. One such plan is given in Table 4.5. In this
plan, 440 units are produced per month for the first 6 months; then the production
level is changed to 680 per month for the next 2 months; and finally 380 units are
produced per month for the last 4 months. In this plan, 440 represents the average

Table 4.4 Chase Production Plan

Expected | Cumulative | Production | Cumulative
Month Demand Demand Plan Production | Inventory
1 210 210 210 210 0
2 440 650 440 650 0
3 600 1250 600 1250 0
4 300 1550 300 1550 0
5 480 2030 480 2030 0
6 610 2640 610 2640 0
7 560 3200 560 3200 0
8 800 4000 800 4000 0
9 200 4200 200 4200 0
10 400 4600 400 4600 0
11 380 4980 380 4980 0
12 540 5520 540 5520 0
Total 5520

Note: Inventory = cumulative production — cumulative demand.
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Figure 4.2 Graphical representation of chase plan.
Table 4.5 Hybrid (Mixed) Production Plan
Expected | Cumulative | Production | Cumulative
Month Demand Demand Plan Production | Inventory
1 210 210 440 440 230
2 440 650 440 880 230
3 600 1250 440 1320 70
4 300 1550 440 1760 210
5 480 2030 440 2200 170
6 610 2640 440 2640 0
7 560 3200 680 3320 120
8 800 4000 680 4000 0
9 200 4200 380 4380 180
10 400 4600 380 4760 160
11 380 4980 380 5140 160
12 540 5520 380 5520 0
Total 5520

Note: Inventory = cumulative production — cumulative demand.
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Figure 4.3 Graphical representation of hybrid (mixed) plan.

of the first 6 months, 680 is the average of months 7 and 8, and 380 is the average
of the last 4 months. Inventories and shortages are calculated as we did earlier in
the Level plan. Table 4.5 shows the inventory/shortage levels. The plan is depicted
graphically in Figure 4.3. This plan is based on judgment, and different hybrid
plans will give different inventory/shortage levels.

In discussing these plans, we did not consider the constraints on production
capacity which is the subject matter of the following section.

4.3.2 Production Capacity

The feasibility of the plans discussed in the previous section depends on the pro-
ductive capacity of the plant. A plant might be operating in a single shift or two
shifts; or some plants may even work round the clock for three shifts also. In this
chapter, we consider only the case of those plants that operate in a single shift and
may work overtime if necessary. The production capacity is specified as the number
of units that can be produced in a single shift during regular time. This capacity
can be increased by working overtime; and overtime capacity is generally specified
as a percentage of regular time. Outsourcing (subcontracting) can also augment the
in-house production capacity.

Every plant is designed for a specific regular time capacity and investment in
machines and facilities is made to achieve this capacity. In AP, we assume that the
investment in facilities will not be changed during the planning period because
these are long-term investments. Marginal adjustments to the productive capacity
can be made by changing the work force. Large adjustments in productive capacity,
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by changing the workforce level, can be made in those cases where the output is
largely labor-dependent, particularly in service organizations. See Example 3 in
Section 4.5.

In Example 1, the plant could have been designed to produce, say, 460 units per
month during regular time in a single shift representing the level production of 460
in every period. This is appropriate for the Level plan.

However, in the Chase plan, production varies from a low of 200 in period 9 to
a high of 800 in period 8. For what level of demand should the plant be designed
if the Chase plan is being used? Suppose the plant is designed at a level of 500
units per month. In that case, the plant will remain idle for some part of those
periods where production is less than 500; and on the other hand, if the production
requirements are more than 500, then overtime and/or subcontracting will have to
be used. The plant could even be designed to produce 800 units per month during
regular time. In this case, the plant will remain idle for some part of all months
except month 8 when the demand is 800. The plant could also be designed at 200
units per month during regular time which is the lowest demand in any month.
In that case, overtime and/or subcontracting will be used in all months except in
month 9 when the demand is 200.

Let us do some more analysis of the mixed plan in which the production level is
440 per month for the first 6 months, then it increases to 680 per month for the next
2 months, and finally the production level is 380 per month for the last 4 months.
Suppose the plant is designed for a production capacity of 480 units per month dur-
ing regular time. In this plan, for the first 6 months, we will produce 440 units every
month and there will be an idle capacity of 40 (480 —440) units in each month.
Similarly, during the last 4 months the idle capacity will be 100 (480 — 380) units
per month since the production level is 380 per month.

In months 7 and 8, the production level is 680; but only 480 units can be pro-
duced during regular time. The additional 200 units have to be obtained by work-
ing overtime and/or through subcontracting. Suppose overtime is limited to 20%
of regular time production, meaning 96 (=20% of 480) units can be produced
during over time. So we produce 480 units during regular time per month and 96
units during over time per month. However, total production should have been
680. The remaining 104 (680 — 480 — 96) units will be obtained through subcon-
tracting. The maximum number of units that can be subcontracted depends on the
availability of appropriate suppliers.

Each of these plans has cost implications. Various components of aggregate
plans as discussed above include: regular time work, overtime work, subcontract-
ing, changing regular time production levels, inventories, shortages, and idle
capacity. Changing production level can be accomplished by changing work force
levels up or down. The costs of these components are added together to find the
total cost of a plan. The plans are compared based on total costs to identify the
best plan.
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We are going to describe the calculations of various costs using Examples 2 and
3 directly ahead. Example 2 is a manufacturer making products for sale which can
be inventoried when productive capacity is greater than demand. Example 3 stud-
ies AP in a blood-testing laboratory which is a service-type situation. When the
laboratory has more testing capacity on hand than requests for testing, some tes-
ters are idle and testing equipment is underutilized. The main difference between
Examples 2 and 3 is that with services, inventory cannot be built up during periods
when demand for that service falls below supply of that service.

4.4 Example 2: Aggregate Manufacturer’s
Production Planning

Consider the data given in Table 4.6. This table gives the expected aggregate demand
for a manufacturer’s products. A similar set of data will be used for Example 3
which deals with aggregate service production planning for a blood-testing labo-
ratory. The service case and the manufacturing case use the same set of numbers
for demand levels, production capacity, and applicable costs, but they are used to
develop different strategies for matching supply and demand.

Table 4.6 also provides the number of working days for each month over a
12-month planning horizon. The total yearly demand is 5856 product units (hence-
forth called units) with an average of 488 units per month. The demand varies from
a high of 650 units in August to a low of 350 units in October. The total number of
working days in the year is 251. The demand per day for each month and the aver-
age demand for the 12-month planning period are also included in this table. Inset
2 shows the calculations for the units of product demanded per day.

INSET 2

Demand per day: Unit demand per day in a given month is a function of the
demand in that month and the number of working days in that month.

Demand per day = Demand per month/working days per month.

Suppose in a given month, say March, the demand is 600 units and the
number of working days is 22. Then,

Demand per day = 600/22 = 27.27 units.

The average demand per day for the entire 12-month period can be calcu-

lated in the same way.
The average demand per day for the 12-month period is 23.33 (= 5856/251).
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How does the manufacturer plan to meet the fluctuating requirements? That is
the question that AP addresses, and the answer depends on various costs and the
production capacity that are influenced by the planning strategies. Various costs
and capacity calculations are discussed in Section 4.4.1. It may be noted that there
are a different number of working days in every period due to holidays such as
Thanksgiving, Christmas, etc. Also each month will have a different number of days,
for example, January (31), February (28 or 29), March (31), and April (30) etc.

4.4.1 Costs in AP

The costs incurred in AP are listed in the Inset 3.

INSET 3

Costs in Aggregate Planning

B Inventory carrying (or holding) cost—(this cost is applied to the num-
ber of units in stock). This is the case where supply (productive capacity)
is greater than the demand.

Stock-out or shortage or back order cost. The backorder costs apply
when demand for units is greater than the supply (productive capacity).
Regular time labor cost.

Overtime labor cost.

Subcontracting or outsourcing cost.

Cost of increasing production level (hiring workers).
Cost of decreasing production level (firing workers).
Material costs.

Inventory carrying (holding) costs usually include the cost of capital, storage,
insurance, etc. A more detailed description of inventory costs is given in the chap-
ter on inventory management. This cost is specified as per unit per period. It arises
when production supply is greater than demand.

Stock-out or shortage or backorder cost is the cost incurred for not meeting the
demand on time. When shortages occur, the demand is either lost or backlogged.
Backlogging of demand means that the customer waits for the order to be fulfilled in
a future period. Lost orders and backlogged orders can have a substantial cost. Lost
orders sometimes translate into the loss of the lifetime value of customers.

In manufacturing situations, shortage costs are usually based on an estimate of
lost revenue, possibly ameliorated by giving discounts to customers for late deliveries.
There is also the potential damage to the company’s reputation for reliability which
can adversely affect future business and revenues. In this example, we assume that the
demand is backlogged. The shortage cost is specified as per unit outage per period of
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Table 4.7 Cost Data for Manufacturer’s Example of Aggregate
Production Planning

Shortage cost per unit per period ($) 100
Inventory carrying (holding) cost per unit per period ($) 25
Cost of increasing production level per unit* ($) 200
Cost of decreasing production level per unit* ($) 300
Regular time labor cost per hour ($) 20
Overtime labor cost per hour ($) 30
Subcontracting (outsourcing) cost per unit ($) 650
Material cost per unit ($) 100

* Increase and decrease in production levels are normally achieved by hiring
and firing workers, respectively.

time. When a flyer is bumped from a flight, the airline compensates with hundreds
of dollars. That is a fair representation of the effect of being out of seats on a flight.

Regular time labor cost is a function of the normal hourly wage rate and the
number of hours worked during regular time in each month. Similarly, the over-
time labor cost is a function of the hourly overtime wage rate and the number of
overtime hours worked. Subcontracting cost is the cost of buying the product from
outside suppliers and is specified as cost per unit purchased.

The material cost per unit is the cost of the material from which the item is pro-
duced. The production level can be changed up or down by hiring or firing (layoff)
workers, respectively. The costs are incurred in adjusting production levels. For this
example, the estimates used are shown in Table 4.7. Actual costing requires a true
understanding of all elements of the specific system’s characteristics and cost data.
P/OM is responsible for providing guidance and wisdom in assigning costs.

4.4.2 Production Capacity

The feasibility of a production plan depends on the production capacity of the plant.
The information that establishes production capacity (in general) includes the num-
ber of working days in each month, the number of operating shifts, the number of
workers, amount of overtime allowed, and the maximum number of units that can
be bought through subcontracting (outsourcing). A plant might operate in a single
shift or in two shifts; some plants may even work round the clock for three shifts.
In this chapter, all of our text examples are for single-shift operations. Regular
production capacity is specified as the number of units that can be produced in a
single shift during regular time by a given number of workers. This capacity can be
increased by working overtime; and the overtime capacity is generally specified as a
percentage of regular time capacity. Outsourcing (subcontracting) can augment the
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in-house production capacity. Adjustments to the production capacity are made by
changing the number of workers.

For this example, the production time per unit is assumed to be 4 h and each
worker is on hand for 8 h per day. Also, we assume that the number of workers
remains constant for each entire month. We assume that no defective items are
produced. Alternatively, the demand figures can be inflated to allow for delivery of
the required number of good units. This is often done in the job shop where shorter
runs occur. In this regard, we will solve our AP problems with the simple assump-
tion that actual demand is equal to the expected demand and production has no
defectives. Discrepancies that arise between the expected and actual demands can
be adjusted at the time of the periodic revisions of plans.

The first step in developing alternate production plans is to establish a produc-
tion level per day for each month. This production level remains constant within a
given month but may change from one month to the next. The calculations for the
production level per day and the number of workers required to meet that level are
given in Inset 4.

INSET 4

Monthly production level per day: The production level per day in a given
month is a function of the production in that month and the number of
working days in that month.

Production level per day = production per month/working days in that month

Suppose in a given month, say March, we expect to produce 600 units and
the number of working days is 22. Then to produce 600 units in 22 days,

Production level per day = 600/22 = 27.27.

The fractional result can be interpreted in various ways. It can be rounded
up and treated as inventory. Alternatively, it can be completed using overtime.
We deal with a production level of 27.27 units as production of 27 units on
that given day; then, production continues to work on the unfinished product
on the next day.

Number of workers required: The number of workers required on any
given day is a function of the production demand for that day, the number of
hours worked on that day, and the production time (time required to produce
one unit which is equal to 4 h in our example).

Number of workers = (production X production time per unit)/hours worked

In March suppose each production employee works for 8 h per day and
required production time is 4 h per unit. To achieve a production level of 27.27,
the required number of workers is: (27.27 X 4)/8 = 13.64. A work force of 13.64
is considered as 13 full-time workers and 0.64 part-time workers.
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We will now develop several production plans and discuss them in the next
section.

4.4.3 Production Plans

A production plan specifies the number of units to be produced per day. For this
example, the number remains constant within a given month but may change from
one month to the next month. Table 4.6 gives the expected demand per day for
each month in the planning horizon. The calculation of expected demand per day
was explained in Inset 2. The expected demand per day fluctuates between a mini-
mum of 16.67 in October to a maximum of 29.55 in August. The average demand
per day for the 12-month period is 23.33 (see Inset 2).

We will now develop different plans that specify the number of units produced
in each month. We are going to develop the following four production plans: (1)
Level, (2) Chase, (3) Hybrid, and (4) a plan that uses overtime. Three of these were
also discussed in Example 1.

We assume that the plant is currently set up to produce 21 units per day.

4.4.3.1 Level Plan

In the Level plan, the production per day is constant at the average demand level of
the 12-month period which is 23.33 units per day. Table 4.8 gives the calculations
for this plan. The production in any given month is calculated by multiplying the
number of days in that month by the production rate per day (23.33). The produc-
tion numbers are rounded to the nearest integer. For example, in January, 513 is
used for the number of units produced whereas 23.33 x 22 = 513.26.

However, the demand in January is only 400 units. Therefore, 113 (513 — 400)
units go into inventory. In February, 467 (23.33 X 20) units are produced, whereas
the expected demand is for 440 units. Therefore, 27 units (467 — 440) are added
to inventory and the inventory level at the end of February is 140. In March, the
production is 513 (23.33 x 22) which is 87 units less than the demand (600 units).
Therefore, 87 units are withdrawn from inventory to meet the demand for March.
The inventory level at the end of March becomes 53. In this way, the calculations
continue.

In some months, the production is less than the demand and there are not
enough units in inventory to meet the demand. In such situations, shortages occur.
For example, in July we produce 117 units less than the demand (443 — 560). Only
37 units are available in inventory at the end of June. These 37 units are used to off-
set the shortage of July. However, there still will be a shortage of 80 (117 — 37) units.
In August, the shortage increases to 217, then decreases to 154 units in September,
and then decreases to 14 units in October. At the end of November, there are 73
units in inventory. Finally, we see zero inventories at the end of December. Total



& /9L = 8/(y X ££°€7) = Aep 1ad parjiom
sinoy/@run 4ad awn uondnpoud x Aep 4ad syun ur uononpoud) = SI9)I0OM JO Jaquinu ‘A|QAINRUIDYY “/9'LL = (8 X LGT)/(¥ X 9585)
un = (Aep Jad payiom sinoy x syjpuow gL ul sAep jo taquinu)/3iun Jod awiy uondnpold X syyuow gL Ul puewap [e}0}) = SI9¥IoM
o0 JO 19quWiNu SMO[|0} Se Paje|ndjed sI pue yiuow ydea ul jueisuod si uejd [9A97 oyl ul palinbal siayiom jo Jaquinu ay|
m 0 0 0 0 0 0 0 0 0 0 0 0 0 ($) umop [ond] uononpo.d SuiSueyd 0 350D
oh.a 99% 0 0 0 0 0 0 0 0 0 0 0 99% ($) dn j9as] uononpouid Buidueyd Jo 350D
.m 0 0 0 0 0 0 0 0 0 0 0 0 0 umop—|aAs| uondnpoud ui adueyd
m €€'T 0 0 0 0 0 0 0 0 0 0 0 €€'T dn—|aas| uononpoud ur a3ueyd
Dm. 0 0 0 0 0 0 0 0 0 0 0 €€T [9A9] uononpoud ur d3uey)
m 0059t | 0 0 00¥L | 00%'SL | 00Z'LT | 0008 | O 0 0 0 0 0 ($) 3502 a8e1I0yS
WM szr'ZL| 0 sz8L | 0 0 0 0 GT6 | 0SE€€ |S/9€ | SceEL | 00SE | SC8T ($) 1500 A101UdAU|
Aano 99 0 0 vl ¥SL /1T 08 0 0 0 0 0 0 (sy1un) sagdeyioys Suipug
m £69 0 €& |0 0 0 0 L€ veEL |l | €S orL | €LL (snun) Asoyuaaur Suipuy
m 0 ¢/ | vl | vS1— | zlz- | 08— | L€ veEL bl | €S orL | €LL (snun) safejioys/A1ojusnul Surpul
m €~ |8 |ovL | €9 L61- | Ll | L6~ | €= |ve | 8- |L¢ €LL (snun) sadepioys/uonippe A1ojusau|
Ww 9685 | L9v | L9v | 06V | €1S €1S s | €1S | L9v |06 | €LS | L9% | €LS (syun) uononpoud [eyor
m €CET | €CET| €CET| €CET | €CET | €CET | €CET | €CET |€CET| €€€T | €€€T | €€€C (suun) Aep uad uondnpoud
W Kerd 0T 0c lc | 44 6L 44 0T lc | 0T (44 sAep Bupjiop
W 9685 | ovS | 08 | 0SE | 0y | 059 09S | 019 | 08 |96€ | 009 |Ovv | OOF (suun) puewap pajdadxy
© /e1o1 | 08g | AoN | ‘12O | das | 8ny | inf | runf | Aepy | udy | uep | ‘qa4 | uef yiuow

1onpo.d 3|qeI0)S Jo Jinjdeynuely e 1o} spun ¢g gz = Ae Jad uononpoid :uejd [9A97  8'b dqel




138 ®m  Production and Operations Management Systems

production is equal to demand. Nevertheless, with the Level plan, both overstock
and out-of-stock situations occur in spite of ending the year with zero inventories.

The inventory and shortage costs in each month are calculated by multiplying
the end of month inventory or shortage by the respective costs. Alternatively, we can
total the end-of-month inventories (sum of all end-of-month inventories = 697) and
also total the end-of-month shortages (sum of all end-of-month shortages = 465).
Multiply these numbers by their respective costs. Therefore, the total inventory cost
is $17,425 (697 x 25) and the total shortage cost is $46,200 (462 x 100). The total
production during regular time is 5856. Therefore, the regular time labor cost is
$468,480 (5856 x 4 x 20). The total material cost is $585,600 (5856 x 100). The
production level changes from 21 to 23.33 in January. After that the production
level remains constant at 23.33. Therefore, the cost of changing production level
is $466 (2.33 x 200). The total annual cost of this plan is $1,118,171. Note: rounding
errors can make small changes in the various totals alluded ro in this paragraph.

4.4.3.2 Chase Plan

An alternative to the Level plan is the Chase plan in which the production level per
day in each month is equal to the demand per day in that month. The production
per day changes from 1 month to the next. This is called “Chase plan” because pro-
duction chases (matches) demand. The details of this plan are given in Table 4.9. In
this plan, there are no inventories or shortages. However, the production level has
to be adjusted in each month. In January, the production level is 18.18 units per
day. Therefore, the production level is reduced by 2.82 (21 — 18.18) units, assum-
ing that the plant is currently set up to produce 21 units per day. In February, the
production level increases to 22 and the level has to be adjusted upward by 3.82
(level in February — level in January = 22 — 18.18) units.

As shown in Table 4.9, the production levels have to be adjusted upwards in
March (5.27), May (5.14), June (3.73), July (1.75), August (0.07), November (2.33),
and December (8.00). The numbers in parentheses show the amount of upward
adjustments. In January, April, September, and October, the production levels
have to be adjusted down by 2.82, 8.42, 9.09 and 3.79, respectively. The total
upward adjustment is 30.11 with a cost of $6023 (30.11 x 200). The total down-
ward adjustment is 24.11 with a cost of $7234 (24.11 X 300). The total production
during regular time is 5856. Therefore, the regular time labor cost is $468,480 (=
5856 X 4 x 20) and the total material cost is $585,600 (= 5856 x 100). 7he total
annual cost of this plan is $1,067,336. Note: rounding errors can make small changes
in the various totals alluded to in this paragraph.

4.4.3.3 Mixed or Hybrid Plan

The Level and Chase plans are at two extremes. The Level plan keeps the workforce
intact. There are no firings and employees feel secure. With chasing, it is important
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to explain to the workforce how its interests are represented by this strategy which
hires and fires according to the customer demand system. These considerations lead
to the idea that we could have a “Mixed or Hybrid” plan in which the production
rate is kept constant at a given level for a few months and then changed to another
level. This adds some stability for the benefit of the employees while producing sav-
ings on seasonal shifts in demand.

The production level can be changed several times during the planning horizon.
In the Hybrid plan proposed in this section, the production level is constant at
23.04 units per day for the first 6 months which is the average demand for the first
6 months (January—June); then it changes to 26.35 which is the average demand
for the next 3 months (July, August, and September) and finally the production
level changes to 20.82 which is the average demand for the last 3 months. This plan
entails inventories, shortages, and changing production levels up and down. The
calculations are done in the same way as for the Level and Chase plans. This plan is
shown in Table 4.10. 7he total annual cost of this plan is $1,093,359 which includes
the regular time labor cost ($468,480), material cost ($585,600), inventory carry-
ing cost ($17,650), shortage cost ($18,900), increasing production level ($1070), and
decreasing production level ($1659). Note: rounding errors can make small changes in
the various totals alluded to in this paragraph.

4.4.3.4 Overtime in a Chase Plan with Level Production
and Overtime

In this plan, we show the usage of overtime for aggregate production planning. We
use overtime in a combination of the Level plan and the Chase plan. In the Level
plan, the production is kept constant at a specified level. In Example 2, the Level
plan used 23.33 as the production rate per day. It was the average production rate
per day over the planning horizon. However, when overtime is used, we can set the
production level at a lower number. For this problem, we have set the level produc-
tion at 16.67 units per day. It could have been any other reasonable number. The
number 16.67 is equal to the minimum of the production per day in 12 months.
The minimum production per day, 16.67, is for October (see Table 4.6).

Regular time production in a given month is obtained by multiplying 16.67
by the number of days in that month. The production numbers are rounded to the
nearest integer. The difference between the demand and production in any month
gives the number of units that have to be produced during over time. For example,
the production in January is 367 (16.67 X 22) units. Therefore, overtime produc-
tion will be 33 (400 — 367). The calculations for this plan are given in Table 4.11.

In this plan, 4184 units are produced during regular time and 1672 units are
produced during overtime for a total of 5856 units. Therefore, the regular time
production cost is $334,720 (4184 X 20 X 4) and the overtime cost is $200,640
(1672 x 30 x 4). The total material cost is $585,600 which is the same as in the
other plans. The production level per day had to be decreased by 4.33 which is the
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difference between the current production level of 21 and the production level in
January of 16.67. The cost of changing the production level is $1299.

The total cost of this plan is $1,122,259. Note: rounding errors can make small
changes in the various totals alluded to in this paragraph.

4.4.4 Selection of a Production Plan

Table 4.12 gives the cost comparison of the four production plans discussed above.

The Chase plan is the least expensive plan and is a top candidate for being
selected. However, other nonfinancial considerations must also be taken into
account when choosing the final plan. The aggregate plans are developed within
the overall constraints imposed by corporate policies and management directives.
The final selection of the plan depends on executive judgment. A least expensive
plan may not be selected because of other qualitative considerations. For example,
the least-cost plan may not find favor with management if that plan requires much
hiring and firing of workers. Management may prefer having a stable workforce to
project the image of a good employer within its community. Similarly, manage-
ment may not choose a plan that allows shortages because the company wants to
provide a 100% service level to its customers. Alternatively, a plan that uses over-
time production may be preferred to one using subcontracting even if the over-
time plan may be more expensive. Overtime work puts money in workers’ pockets.

4.4.5 Beginning Conditions

Beginning conditions specify the existing inventory level and the existing produc-
tion level per day when planning starts. The same beginning conditions must be
used in each plan for comparing the costs.

Table 4.12 Cost Comparison of the Four Production Plans

Level Plan
Level Chase Hybrid with
Plan Plan Plan Overtime
Regular time labor cost ($) 468,480 468,480 468,480 334,720
Over time labor cost ($) 200,640
Inventory carrying cost ($) 17,425 17,650
Shortage cost ($) 46,200 18,900
Increasing production level ($) 466 6023 1070
Decreasing production level ($) 7234 1659 1299
Material cost ($) 585,600 585,600 585,600 585,600
Total cost ($) 1,118,171 | 1,067,336 | 1,093,359 | 1,122,259
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The beginning inventory is used to reduce the production requirements of the first
period while solving the problem. For example, if the beginning inventory for the exam-
ple discussed above was 100 units, then the demand in the first month will be reduced
to 300 (=400 — 100) because the 100 units in stock can be used to meet the demand
of the first month. We assumed a beginning inventory of zero in the above example.

The existing production level affects the cost of changing the production level
(up or down) in the first month. In the example above, we assumed the existing pro-
duction level per day to be 21 units. Therefore, we had to increase the production
level by 2.33 (= 23.33 — 21) in the Level plan. The production level was decreased
by 2.82 (=21 — 18.18) in the Chase plan, increased by 2.04 (= 23.04 — 21) in the
Hybrid plan, and decreased by 4.33 (= 21 — 16.67) in the Level plan with overtime.

4.5 Example 3: Aggregate Production Planning in a
Service Industry

This example is built around Example 2 with the purpose of illustrating some of
the differences that distinguish AP for making goods from providing services. The
healthcare service sector is very large and growing. It requires a great deal of testing
for diagnostic reasons. A blood-testing laboratory provides a good illustration of
a service system with testing capacity that cannot be fully used when there is not
enough demand. Technicians’ time cannot be stored when technicians are idle. On
the other hand, when demand is greater than the technical capacity to supply tests,
the tests must be postponed or subcontracted or done on overtime. The big differ-
ence with the manufacturer’s example is the inability to create a useful inventory
when capacity to test is greater than demand for testing. That point will now be
illustrated by Example 3 using the data in Table 4.13.

This table gives the expected demand for blood tests in a laboratory. Blood tests
are the product of the lab. Because all tests are individual and unique, they can only
be made on demand. Demand for tests of different kinds are aggregated—some
take longer than others and use different kinds of materials and equipment. The
aggregation is based on averaging across the normal mix of blood test procedures.
Demand, in this example, is stated in units (occasionally as test kit units).

We repeat that this service case and the prior manufacturing case use the same
set of numbers for demand levels, production capacity, and applicable costs applied
to different strategies for matching supply and demand. The difference to note is
that the manufacturer can store units in inventory to meet later demand but the
blood-testing laboratory cannot.

Table 4.13 provides the number of working days for each month overa 12-month
planning horizon. The total yearly demand is 5856 blood tests with an average of
488 testing units per month. The demand varies from a high of 650 test kit units in
August to a low of 350 units in October. The total number of working days in the
year is 251. The demand per day for each month and the average demand for the
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12-month planning period are also included in this table. Inset 5 shows the calcula-
tions for the blood tests demanded per day.

INSET 5

Demand per day: Blood test demand per day in a given month is a function
of the demand in that month and the number of working days in that month.

Demand per day = demand per month/working days per month

Suppose in a given month, say March, the demand for blood tests is 600
units and the number of working days is 22. Then,

Demand per day = 600/22 = 27.27 test units.

The average demand per day for the entire 12-month period can be calcu-
lated in the same way.
The average demand per day for the 12-month period is 23.33 (=5856/251).

The AP addresses the question: How does the laboratory plan to meet the fluc-
tuating requirements? The answer depends on the costs and the production capac-
ity set by the planning strategies. Costs and capacity calculations applicable to the
blood-testing laboratory are discussed in Section 4.5.1.

Different numbers of working days occur in each period because of holidays
like New Years and Labor Day, and the different number of days in a month. We
multiply the number of workers by the number of hours per day (eight in this case)
to find out how many regular time work hours are available per day for production.
Production rate per day is based on the number of workers available in the month
and the hours required for one unit blood test.

4.5.1 Costs in AP for the Blood-Testing Laboratory

The costs incurred in AP for the service system are differentiated in Inset 6.

We do not have inventory carrying (holding) costs in this service system exam-
ple. In this case, the cost of supply being greater than demand is associated with
idle workers (paid by the hour) and blood-testing equipment sitting around unused.
While this cost is difficult to determine, it can be calculated and it is specified as
dollars wasted per unit per period. The inability to create inventory that can be used
later on when demand is greater than supply makes this a typical service example
of aggregate scheduling.

Stock-out or shortage or backorder cost is the cost incurred for not meeting the
demand on time. When shortages occur, the demand is either lost or backlogged.
In this case, it is a cost for backlogging of demand for testing which means that the
patient (customer), doctor and nurse, wait for the blood test order to be fulfilled in a
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INSET 6
Costs in Aggregate Planning

B Instead of an inventory carrying (or holding) cost—(in this service
example)—the cost of idle workers and underutilized facilities must be
calculated. This occurs when supply of units by technicians is greater
than the demand for units of blood tests.

B Stock-out or shortage or back order cost. In this case, the cost of back-
logging is used. Demand for blood tests is greater than the supply (of
testing capacity). We do not permit this lab to use an outside vendor,
that is, no subcontracting or outsourcing cost.

B Regular time labor cost is the time of a technician to do a standard
blood test on regular time.

B Overtime labor cost—in this example, no overtime is used.

B Subcontracting or outsourcing cost—in this example, neither cost is
allowed.

B Costofincreasing production level (hiring workers and more equipment).

B Cost of decreasing production level (firing workers).

B Material cost.

future period. There can be a very high cost for this lack of information if the patient
has an unknown critical situation that must be diagnosed on the basis of blood test-
ing. In reality, the doctors could indicate a priority for testing urgency. Blood tests are
being postponed because there is a shortage of testing personnel or of testing supplies,
or of testing equipment. These are the main reasons that a shortage cost is incurred.

Also, when an urgent situation exists, there is the opportunity to subcontract
with another laboratory or employ overtime.

In service situations, shortage costs are usually based on estimates of lost revenue
if delay causes the hospital to switch to another laboratory. There is certainly some
damage to the laboratory’s image. Losing a grade-A reputation can affect adversely
future business and revenues. In this example, we assume that the demand is back-
logged. Neither patients nor doctors are happy. The shortage cost is specified as per
unit outage per period of time.

Regular time labor cost is a function of the normal hourly wage rate for blood-
testing technicians, and the number of hours worked during regular time in each
month. Similarly, the overtime labor cost is a function of the houtly overtime wage
rate and the number of overtime hours worked. Subcontracting costs can be quite
substantial if, for example, outside testing is used when “our” laboratory does not
have the proper equipment or skill sets.

The material cost per unit is the cost of the chemicals used for testing. As before,
production levels can be changed up or down by hiring or firing (layoff) workers
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Table 4.14 Cost Data for Blood Testing Using Aggregate Production
Planning

The backorder cost arises because the laboratory is not able to 100
provide the blood test on time in the given month. Probably, in this
situation, planning should be done on a daily basis ($)

Idle time costs occur when there is too much capacity for testing. 25
This is higher than regular time labor cost due to idle apparatus ($)

Cost of increasing production level per unit* ($) 200
Cost of decreasing production level per unit* ($) 300
Regular time labor cost per hour ($) 20
Overtime labor cost per hour—not used ($) 30
Subcontracting (outsourcing) cost per unit—not used $) 650
Material cost per unit ($) 100

" Increase and decrease in production levels are normally achieved by hiring and
dismissal, respectively. Changes are costly because blood-testing involves
responsibility for proficiency.

respectively. Costs are incurred in adjusting production levels. For this example, the
estimates used are shown in Table 4.14. Actual costing requires a true understand-
ing of all elements of the specific system’s characteristics and cost data. P/OM is
responsible for understanding the total structure of blood testing.

4.5.2 Production Capacity

The quality of a production plan depends on proper use of the production capacity
of the plant, or in this case, the blood-testing capabilities of the laboratory. The pro-
duction capacity includes the number of working days in each month, the number of
operating shifts, the number of workers, amount of overtime allowed, and the maxi-
mum number of units that can be bought through subcontracting (outsourcing).
This laboratory might operate in a single shift or in two shifts; some laboratories
work three shifts because expensive equipment justifies higher labor costs.

In Example 3, we employ a single shift without overtime. Regular production
capacity is the number of units that can be produced in a single shift during regular
time by a given number of workers. Especially in job shops, such as the blood-
testing laboratory, adjustments to the production capacity are made by changing
the number of workers.

The production time per testing unit is assumed to be 4 h and each technician
works for 8 h per day. We want to point out that in blood testing there is a need
to check and double check every test procedure used. For example, there are two
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measures of cholesterol (LDL and HDL). Both must be double-checked. Some blood
tests take little time, while others are very time-consuming. Also, we assume that
the number of workers remains constant for each entire month and that no defec-
tive items are produced. Quality control is important. The consequences of incor-
rect results can produce both physical and mental damage. To avoid such problems,
checking is essential. The costs for doing that are included in the time required to
produce a unit.

As before, we make an implicit assumption that actual demand is equal to the
expected demand. Assume that statistical records are used to forecast the number
of blood tests required by various medical offices on a monthly basis. Discrepancies
that arise between the expected and actual demands can be adjusted at the time of
the periodic revisions of plans. The first step in developing alternative production
plans is to establish a production level per day for each month. This production
level (of completed tests) remains constant within a given month but may change
from one month to the next. The calculations for the production level per day and
the number of workers required to meet that level are given in Inset 7.

We will now develop a Level plan. It is suggested in the Problem section at the
end of this chapter that a Chase plan be developed using the same set of numbers.

4.5.3 Production Plans

The aggregate production plan specifies the number of blood test units to be pro-
duced per day. For Example 3, the number remains constant within a given month
but may change from one month to the next month. Table 4.13 gives the demand
per day for each month in the planning horizon. The calculation of demand per
day was explained in Inset 1. The demand per day fluctuates between a minimum
of 16.67 in October to a maximum of 29.55 in August. The average demand per
day for the 12-month period is 23.33. We now develop our Level plan based on the
blood-testing laboratory being currently set up to produce 21 units per day.

4.5.3.1 Level Plan

In the Level plan, the production per day is constant at the average demand level of
the 12-month period which is 23.33 units per day. Table 4.15 gives the calculations
for this plan. The production in any given month is calculated by multiplying the
number of days in that month by the production rate per day (23.33 units). The
production numbers are rounded to the nearest integer. For example, in January,
513 test kit units could be produced (23.33 x 22 = 513.26).

However, the demand in January is for only 400 units. Therefore, 113 units go
into idle time (513 — 400). Idle technician time cannot be stored in inventory. In
February, 467 (23.33 x 20) units could be produced, whereas the expected demand
is for 440 test kit units. Therefore, 27 units (467 — 440) are added to the idle time
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INSET 7

Monthly production level per day: The production level per day in a given
month is a function of the production in that month and the number of work-
ing days in that month. The output rate of blood tests accomplished per day can
be examined for potential productivity improvement using new technologies.

Production level per day = production per month/working days in that month

Suppose in a given month, say March, we expect to produce 600 test kit
units and the number of working days is 22. Then to produce 600 complete
test kit units in 22 days,

Production level per day = 600/22 = 27.27: 'The fractional result can be
interpreted in various ways. It can be rounded down and treated as waste.
Alternatively, it can be completed using overtime. We treat a production level
of 27.27 as producing 27 test kit units on that given day; production will
continue to work on unfinished product on the following day.

Number of workers required: The number of workers required on any given
day is a function of the production for that day, the number of hours worked
on that day, and the production time (time required to produce one unit).

Number of workers = (production X production time per unit)/hours worked

In March, suppose each worker works for 8 h per day and the produc-
tion time is 4 h per testing kit (unit). To achieve a production output level
of 27.27, the required number of workers is: (27.27 x 4)/8 = 13.64. A work
force of 13.64 is considered as 13 full-time workers and 0.64 part-time
workers. Note: If we rounded demand to 28 blood tests per day we would
have (28 x 4)/8 = 14 workers per day in the month of March. The cost of an
extra worker per day is (20 X 8 = 160) as compared to the cost of overtime
(30 % 8 X 0.64 = 153.60) and the extra worker provides a buffer against unex-
pected problems, for example, a test gone awry.

category (with zero revenue but labor costs accumulate every hour). The accumu-
lated idle time level at the end of February is 140.

In March, production is 513 units (23.33 X 22) which is 87 units less than the
demand of 600 units. This results in 87 units being backordered and they must
be carried over into April’s demand. Thus, the demand in April is 396 and the 87
backordered units must be added to 396 yielding 483 units. Since production is
490, there are seven units of idle time recorded for April in Table 4.15. In May,
there are no idle units. May demand is 480 units and May supply is 467. There is
a shortfall of 13 units which will be backordered. No need to continue with the
details. Table 4.15 shows all the results.
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Row 6 of Table 4.15 shows the idle time costs as plus values and the backorder
costs as minus values. As we have seen in the paragraph above, they are obtained by
subtracting row 2 (expected demand) from row 5 (total production). Row 7 shows
idle time or net backorders. Idle time values are just carried down from Row 6. Net
backorders, on the other hand, must be added to next month’s demand. For example,
in March there are 87 units backordered. They are added to April’s demand of 396
units which yields 483 units of demand for April. Production in April is 490 units
which exceeds demand of 483 units so there are seven units of idle time. Idle time
accumulates as a simple sum in Row 8—the total of which is 147 units as seen in
the rightmost column labeled Totals. Backorders of 13 units in May are added to the
June demand level, that is, 610 + 13 = 623 units. June has production capacity of 513
units, so there is a shortfall of 623 — 513 =110 units which is displayed in Row 9 for
June. Calculations continue in this way resulting in total backorders of 1484.

We are now ready to determine total cost as follows.

Total idle time costs are the sum of Row 10 or the total of Row 8 (147) mul-
tiplied by 25 which is equal to $3675. Total backorder cost is the Row 11’s sum
which is $148,400. Note that backorders sum to 1484 (Row 9) which is multiplied
by $100—the cost of a unit backorder. The total production during regular time
is 5855.83. Therefore, the regular time labor cost is $468,480 after rounding total
production (5856 X 4 x 20). The total material cost after rounding total produc-
tion is $585,600 (5856 x 100). There is a production level change. The produc-
tion level changes from 21 to 23.33 in January. After this, the production level
remains constant at 23.33. Therefore, the cost of changing production level is $466
(2.33 % 200). The total cost of this plan is $1,206,621.

This is the worst result of all the plans (including those discussed in Example 2)
that we have studied. It is 7.5% worse than the worst of all of the prior plans. The
result is not surprising because total backorder costs in Example 3 (for service sys-
tems) are too large and likely to get out of control. That suggests two things. First,
increase the number of technicians and let the idle cost go up; second, opt for a chas-
ing strategy. It might do better. In the Problem section, there is a request for analysis
of the chasing strategy for the blood-testing laboratory. Doing the work entailed
will provide great benefits. Refer to the chasing model for the manufacturer. Find
out how much better the chasing strategy will be for the blood-testing laboratory.
We need to recognize that service systems are (generally) more efficient when they
follow the chasing demand strategy than when they use the level strategy.

Summary

Everyone leads a job shop life. There are many things to accomplish. Flow-shop
type routines are partial, at best, and changing all of the time. Everyone must do
AP to cope with such a great variety for the use of their time and money. AP for the
commercial job shop is an internal production management function. It constantly
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matches classes of jobs with the resources needed to produce each of them. Its rela-
tionship to business planning and production scheduling is essential.

This chapter explores the methods for AP. Three AP policies are developed and
compared. These are (1) level production with problems of making too much or
having too little, (2) supply chasing demand, and (3) combinations of (1) and (2).
The use of overtime and subcontracting in making aggregate plans has been dis-
cussed. There are differences between aggregate plans for manufacturing and ser-
vice industries and they have been explained. We want to add that aggregation
loses information. That may not seem beneficial for the systems approach but it
is an important method used by systems analysts. Keep in mind that after aggre-
gation, and problem solution—the opportunity for disaggregation should not be
overlooked. With disaggregation, the spotlight is put back onto individuals (people,
products, patrons of the arts) and their responsibilities.

Review Questions

. Why is AP used? What does it do?
. What is meant by aggregation of units?
. Explain standard units of work.
. Explain the use of backordering for goods.
. Give one or more examples of how backordering can be used for services.
. Describe the system’s nature of AP from the point of view of classes of
resources and product-mix families.
7. Explain why AP follows strategic planning.
8. Explain the statement that AP starts a chain reaction in the supply chain of
suppliers—producer—customers.
9. Discuss the importance of forecasting for AP.
10. Explain the planning horizon and the updating interval.
11. A job shop manager said, “For the average job shop product, the best plan-
ning interval would range from 3 to 6 months.” Might this statement provide
a reasonable rule of thumb?
12. Why do forecasts for aggregated jobs have an advantage over forecasts for
individual (disaggregated) jobs?
13. How can the effects of seasonal demands be taken into account for AP? Explain.
14. In some job shop industries, a smooth production rate is the preferred choice.
Explain what this means and when it can be true.
15. In some job shop industries, the workforce size is altered to chase the expected
demands. Explain what this means.
16. Compare smooth or level aggregate production policies with chasing policies.
Explain when each is likely to be preferred.
17. At one time, the canning industry was totally dependent on harvest dates.
As a result, major workforce alterations occurred sporadically. After careful

AN NN
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study, steps were taken to smooth the demand patterns. What measures
might have helped?

18. What is a combination aggregate policy?

19. Explain how the trade-off model for workforce adjustment costs and inven-
tory costs yields a better AP policy.

Problems

1. Seven jobs will be in the shop next week. The demand in units for each
job and the production rates of the standard operator in pieces per standard
operator hour for each type of job are given as follows:

Job A B C D E F G
Demand 600 1000 500 50 2000 20 800
Production rate 60 20 25 10 40 2 40

What production capacity in standard operator hours is required to com-
plete all of these jobs?
2. Six service calls are on hand for next week. The number of steps required for
each has been determined and is listed below. The output rate is measured in
steps per standard operator hour for each type of job.

Job A B C D E F
Number of steps 500 400 200 150 2000 48
Output rate 100 20 25 75 400 12

What workforce capacity in standard operator hours is needed to complete
all service calls?

3. The estimated annual demands for five types of soup made by The Big Soup
Company are given below. There are three plants located in the United States.
The most productive plant has been chosen as the standard plant. Its output
is listed in standard plant output per day.

Soup A B C D E
Demand 900 630 240 1800 1200
Production rate 6 7 2 10 25

The other two plants have indices of 0.9 and 0.7. There are 250 working
days in the year, and all numbers are given in thousands of cases. Is it likely
that the three plants can handle the annual demand?
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4. Using the information in Problem 3, assume that the two other plants have
indices of 0.8 and 0.7. Is it likely that the three plants can handle the annual
demand?

5. Consider the data for the 6-month period given in the table below and answer
the following questions.

a. What is the total demand in 6 months?

b. What is the total production in 6 months?

c. What kind of AP policy is this?

d. Find the production rate, that is, the number of units that one worker can
produce in 1 month?

e. What is the inventory, if any, at the end of period 62
f. What is the shortage, if any, at the end of period 6?
Period | Demand | Production | Ending Ending | Workers
Inventory | Shortage
1 340 380 38
2 420 380 38
3 350 380 38
4 390 380 38
5 360 380 38
6 420 380 38

6. Using the information in Problem 5, what would be the effect of adding
another person to the workforce? Specifically, this means increasing the num-
ber of workers from 38 to 39. Is this a sensible move?

7. Use the data given in table in Problem 5. In addition, the following informa-
tion is available. The current number of workers is 37. (Note: This must be
changed to the number of workers required in period 1.) Backorders (short-
ages) cost $100, and carrying inventory costs $25 per unit per time period.
Hiring costs $200 per person added, and layoffs cost $300 per person. The
cost of an additional person working is $2000 per month. Fractional payroll
amounts can be calculated and used as well. Answer the following questions
a. What is the total inventory carrying cost in 6 months?

b. What is the total shortage cost in 6 months?
c. What is the cost of hiring in 6 months?
d. What is the cost of layoff (firing) in 6 months?

8. Using the information in Problem 7, what would be the effect of adding
another person to the workforce? Specifically, this means increasing the num-
ber of workers from 38 to 39. Compare various costs calculated in Problems
7 and 8 and present your recommendations concerning adding one person to
the workforce. Is this a sensible move?
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The aggregate demand for a product line for the next 6 months is given below.
The firm has regular capacity of 120 units per month, overtime capacity for
40 more units per month, and subcontracting can supply up to 100 units per
month.

Month 1 2 3 4 5 6

Demand [220 |160 |[200 |210 {200 190

Additional Data

Previous output level 150 units

Beginning inventory 100 units

Shortage cost $250 per unit per month
Inventory holding cost $100 per unit per month
Regular time cost $1200 per unit
Subcontracting cost $2000 per unit
Overtime cost $1500 per unit

Hiring workers to increase production level | $200 per unit

Firing workers to decrease production level | $500 per unit

Use the Chase Strategy and answer the following four questions.

a. What is the total cost of shortages?

b. What is the cost of overtime production?

c. What is the cost of subcontracting?

d. What is the cost of increasing production level?

Use the data given in Problem 9. If the regular capacity is increased to 210
from the current level of 120 units per month and you meet your demand by
only regular time production, then answer the following two questions.

a. What is the cost of changing production level?

b. What is the cost of regular time production?

Consider the demand data given in Problem 9. A Level plan that produces
180 units per period in the regular time is being used. The inventory carrying
cost per unit per period is $25, and the shortage cost per unit per period is
$30.00. The beginning inventory is 100 units. There is no overtime produc-
tion or subcontracting. Answer the next two questions.

a. What is the total cost of holding inventories?

b. What is the cost of shortages?
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12. A company has the following demand forecast for the next 6 months. Assume

13.

14.

15.

that an employee contributes eight regular working hours per day. Overtime
capacity is limited to a maximum of 20% of regular time capacity. The time
to produce one unit is 4 h.

Month Forecast | Working Days
January 540 21
February 640 20
March 580 22
April 520 19
May 530 20
June 590 18

a. What is the average production level per day during the 6-month period?

b. If the demand for March (580 units) are produced during regular time in
March (22 days), how many workers will you need?

c. Suppose the number of workers is 14 in each month. Each worker pro-
duces to the maximum capacity during regular time. How many units
can be produced in April during regular time?

d. The management specifies the following policy: Use a level production,
that is, the same number of workers is used in each month. No invento-
ries or shortages are allowed. Overtime and/or subcontracting may be
used in any month if needed. What level production per day will you use?

The aggregate demand for a product line for the next 6 months is given

below. The firm has regular capacity of 150 units per month, overtime capac-

ity for 40 more units per month, and subcontracting can supply up to 100

units per month. The chase policy is being used. Find the numbers of units

produced during regular time, overtime, and through subcontracting in
each month.

Month 1 2 3 4 5 6

Demand 200 130 180 220 210 190

In the text there is an example of a system operating at 75% of capacity most
of the time. In that section, it is said, “this may be a good thing.” Explain why
and when it might be beneficial for the system to be run at less than 100% of
capacity? Give a numerical illustration.

Use the service example of blood-testing to calculate the effect of using the
chasing strategy. Use a numerical example.
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p. 22. An ABC analysis of a Brazilian company improved firm’s
performance. The inventory-related costs were reduced by
almost 30%.

Cohen, M., Kamesam, PV., Kleindorfer, P, Lee, H., and
Tekerian, A., Optimizer: IBM’s Multi-Echelon Inventory System
for Managing Service Logistics, Interfaces, 20(1), 1990, p. 65.
This paper describes IBM’s “Optimizer” system for managing
service levels and inventory of spare parts. The use of Optimizer
achieved inventory reductions, better service, improved flex-
ibility to meet service requirements, and better planning and
control.

Farasyn, 1., Perkoz, K., and Van de Velde, W., Spreadsheet
Models for Inventory Target Setting at Procter & Gamble,
Interfaces, 38(4), 2008, p. 241. This paper describes the
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application of spreadsheet models for inventory planning in
Procter & Gamble (P&G). The models identify the best inven-
tory levels that provide the required customer service levels
under the supply chain constraints. The models are being used
worldwide by supply chain planners and have helped in reduc-
ing inventory levels by $350 million.

Karmarkar, U.S., Kekre, S., Kekre, S., and Freeman, S., Lot-
Sizing and Lead-Time Performance in a Manufacturing Cell,
Interfaces, 15(2), 1985, p. 1. This paper examines how lot-siz-
ing policies affect manufacturing lead times. The paper com-
pares the simulation model developed by Eastman Kodak Co.
(Rochester, New York) and a mathematical model (Q-LOTS)
available in literature. Both models gave similar results.

Kleutghen, P.P, and McGee, J.C.,, Development and
Implementation of an Integrated Inventory Management
Program at Pfizer Pharmaceuticals, Interfaces, 15(1), 1985,
p. 69. This paper describes Pfizer’s inventory management sys-
tem that includes demand forecasting, production planning,
materials requirements planning, purchasing, and inventory
management. Pfizer reduced inventories by $23.9 million and
back orders by 95% over a 3-year time period.

Lee, H.L., Billington, C., and Carter, B., Hewlett-Packard
Gains Control of Inventory and Service Through Design for
Localization, Interfaces, 23(4), 1993, p. 1. This paper presents
a model to study the impact of different design alternatives on
inventory costs and delivery service. The focus is on design
for localization in the manufacture of DeskJet Plus printers at
Hewlett-Packard.

Pasternack, B.A., Filling Out the Doughnuts: The Single
Period Inventory Model in Corporate Pricing Policy, Interfaces,
10(5), 1980, p. 96. This paper addresses the single period
inventory problem for donuts, a product with short shelf life,
to help managers of individual donut shops that are part of a
decentralized chain to make pricing decisions that align closely
with the firm’s objective. The modifications led to increased
profitability.

This chapter discusses inventory control policies for effective material management
in an organization. Whether making things with materials or using them to pro-
vide services, materials are the major circulation system of supply chains. Materials
are used in making goods and providing services. Materials flow through the sup-
ply chains, which must always begin with raw materials. P#OM transforms the raw
materials into materials that are work in process and finally into finished goods.
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After reading this chapter, you should be able to:

® Explain what inventory management entails.

B Describe the difference between static and dynamic

inventory models.

Discuss demand distribution effects on inventory

situations.

Discuss lead-time effects on inventory situations.

Describe all costs relevant to inventory models.

Differentiate inventory costs by process types.

Explain order point policies (OPPs) and when they are used.

Discuss the use of economic order quantity (EOQ) models

for determining the optimal order size for batch delivery.

Discuss the use of economic production quantity (EPQ)

models for determining the optimal production run for

continuous delivery.

B Explain the operation of the perpetual inventory model
and explain why it is the most widely used inventory con-
trol system.

B Explain the operation of the periodic inventory model
and describe the special circumstances that make its use
desirable.

B Describe the quantity (price) discount model and explain
how it indicates when a discount should be taken.

® Perform ABC classification of materials.

5.1 Introduction

Materials management is a system of broad-based planning and control over one of
the most important components of the cost of goods sold (COGS). Two trends have
been pervasive. The first is the marked decline of the direct labor component of the
COGS. The second is the marked rise in the direct and indirect (overhead) cost of
materials. Because material costs are now critical to profitability, most organiza-
tions have created positions of high responsibility to oversee the many parts of the
system that have to be integrated for materials management.

Materials management involves organizing and coordinating all management
functions that are responsible for every aspect of materials movements and trans-
formations—called the materials management system. This system is triggered by
demands (including those forecasted) that deplete stocks, causing inventory man-
agement to request replenishment through purchasing agents or direct contact with
suppliers or vendors.

There are three main classes of materials that have to be purchased and managed.
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First, there are raw materials. These are generally extracted from the ground
and then refined, but they are still the basic ingredients. Examples include mined
metals such as copper, gold, and platinum; chemicals such as sodium and potas-
sium salts, manganese, and phosphates; grains such as wheat and rye; beans such as
coffee; natural gas, and petroleum.

Raw materials have value-added by operations. Value-adding occurs when pur-
chased components are further transformed by the company’s production process.
Thus, refining, processing, packaging, and shipping when done by the organization
are value-adding and profiemaking processes. All buyers of raw materials specify
their required quality standards. Grains can be too dirty. All soy is not alike. Coffee
prices vary with the perceived quality of the taste of the beans. Raw materials can
be bulky and require special spacious storage bins. Companies prefer to locate their
refining operations near the source of raw materials, so they do not have to transport
tons of materials from which pounds or even ounces are eventually derived for use.

Organizations that are in the business of supplying raw materials at the very
start of the upstream acquisition process are themselves dependent on purchas-
ing. A quick summary includes the equipment to dig in the mines or harvest the
crop. The deposits in which the mines are located must be acquired. The land to be
planted and farmed must be procured. Mining requires tools and lubricants, and
farming demands seeds and fertilizer. This leads to the somewhat trite statement
that “every organization has a supplier.”

Second, components and subassemblies are purchased materials that have greater
value-added than the raw materials. They are, in fact, composed of raw materials
that already have experienced value-adding. Components and subassemblies are
characterized by some degree of fabrication, assembly, and manufacture.

They are assembled into higher-order products by combining them with each
other and with other parts made by the producer. This produces the #hird class of
materials that need to be managed. Work in process can be stored and eventu-
ally shipped as finished goods. Work in process has more value-added than the
purchased subassemblies. There is a progression of value-adding that starts at raw
materials and moves up the supply chain to finished goods—sold and shipped.

Inventory management encompasses the widest spectrum of activities related
to materials. Let us start with the primary activities which include when and how
much to make or purchase. In addition, timing of replenishments and decisions
about storage are important decisions as well.

Inventories serve several functions in an organization. The main function of
inventories is to reduce the interdependency of various stages of the production
and delivery system. Consider three subsystems of an organization representing the
supplier, production, and the market. These three subsystems are rigidly connected
with each other, without any inventories, as shown in Figure 5.1.

Raw materials and purchased parts are flowing from various suppliers to
manufacturing, and finished products are going from manufacturing to the mar-
ket. Within the manufacturing department, semifinished goods move from one
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Suppliers Manufacturing

Figure 5.1 Flow of materials.

machine to another. The three subsystems are linked in such a way that there is
no inventory stocked in-between them. Therefore, the impact of any disruptions
in any one of the subsystems will be felt in the other two. For example, if produc-
tion output stops in manufacturing because of some reason such as power failure,
machine breakdown, a strike, etc., then it will not be possible to supply the goods in
time to the customers, hence affecting the market subsystem. Similarly, if suppliers
fail to supply raw materials and purchased parts in time, then the manufactur-
ing subsystem, and in turn, the marketing subsystem will be affected. The manu-
facturing subsystem itself may consist of several subsystems representing several
productive facilities. These manufacturing subsystems are also interlinked and the
performance of any one of them is affected by the performance of the others.

On the other hand, if we have an inventory bank in-between each pair of the
subsystems, then inventory can dampen the effect of disruptions in one system
on the other. In this case, if the supplier is unable to supply the raw materials and
purchased parts in time, then production will not suffer for the want of raw mate-
rial because the stored inventory of raw material can be utilized. Similatly, if the
demand is fluctuating in the market, then the inventory of finished goods can help
to absorb these fluctuations and their influence is not felt by the production depart-
ment. In the same way, production subsystems operate independent of each other
because of the inventory of semifinished goods.

Thus, inventories help in reducing the dependence of one subsystem over the
other. Stock on hand acts as a shock absorber and gives a cushioning effect to the
turbulence in one subsystem so that the same is not transmitted to other subsys-
tems. It should be pointed out that inventory only helps in diminishing the inten-
sity of the impact of disrupted operations in one subsystem over other subsystems
and does not eliminate it completely because the amount of inventories is limited.

FUNCTIONS OF INVENTORIES

Reduces dependency of one subsystem o7 the others.

Helps in developing smooth production plans during aggregate pro-
duction planning process.

B Inventories are built in anticipation of shortages and price increases.
Helps in talking advantage of price discounts.

Inventories also help in developing level production plans when production
does not fluctuate. Inventories are also built in anticipation of shortages and price
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increases. Sometime the vendors give price discounts for buying-in large quantities.
That leads to purchases in large quantities which increases inventories.

Since it is essential to keep inventories for the smooth and efficient operations
of an organization, the question is not, “whether to keep inventories or not to keep
inventories” but the question is, “how much inventory should be kept?” We propose
to answer this question in this chapter. Inventory is a necessary evil which cannot
be eliminated completely and at the same time large levels of inventories may prove
disastrous for a company. Surplus inventory may become the graveyard of business
and a major factor contributing to the business failure. Inventory plays a crucial role
in the efficient and smooth operation of an organization. It decouples the various
stages of a business system.

This chapter explains how to manage inventories of materials that have con-
tinuous demand. This class of inventory models is known by the acronym OPP
(order point policies). These materials are independent, which means they are not
components of a high variety of finished goods. The two basic models include the
economic order quantity (EOQ) model that is designed for buying items to satisfy
replenishment requirements of continuous demand items and the economic pro-
duction quantity (EPQ) model that is designed for determining the batch (also
called lot) sizes in which an item will be produced. This model is also known as
economic batch size or economic lot size (ELS) model. We will use the terms EPQ
and ELS interchangeably in this chapter.

These concepts are fundamental to understanding how perpetual and periodic
inventory systems work and when each is preferred. Quantity discount models (not
discussed in this chapter) are a byproduct of the EOQ model, providing further
insights for inventory managers in situations where discounts are offered to buy-in
large quantities.

Without the systems perspective, everyone, everywhere will be ordering what
they need as they need it. Lack of coordination diminishes buying power and
loses the knowledge-based benefits of the centralized system. Strategic thinking is
required to optimize the production plans of suppliers and producers to best meet
the needs of their customers throughout the supply chain. In that way, the lowest
costs and best deliveries can be achieved for mutual benefit. The information system
of a multinational company with a centralized inventory management system has to
keep track globally of where everything is, where and when it will be needed, when
to re-order it, and where to store it. It is an enormous system to manage. The strategic
thinking that went into designing any such system must be robust and not casual.
The need for re-planning is always there when things do not work out as planned.

5.2 Types of Inventory Situations

Inventory is those stocks or items used to support production (raw materials and
work in process items), supporting activities (maintenance, repair, and operating
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supplies), and customer service (finished goods and spare parts). [This definition
is taken from the APICS Dictionary. The American Production and Inventory
Control Society (APICS) is a professional society that has played an influential
role in the inventory management area.] We should note that APICS changed its
name to The Association of Operations Management to emphasize that operations
management encompasses inventory control as well as many other (equally critical)
aspects of all production systems.

Who manages inventory? Management of inventory is a major P/OM respon-
sibility. How to manage inventory is dependent on the type of inventory that is
involved. Most types of inventory situations are best handled by well-designed
computer systems that utilize as much centralization of record keeping and order
placement as is feasible. The manifold advantages of the systems perspective with
centralized buying includes the fact that larger quantities provide stronger supplier
relationships, bigger discounts, a more informed choice of suppliers, and less chance
for mistakes (with respect to crucial factors such as price, quality, and reliability).

Each of the six classes of inventory situations described below requires its own
type of management even though they can all be centralized or decentralized
according to the dispersion of use for producers, suppliers, and customers:

. Order repetition—static versus dynamic situations.

. Demand distribution—certainty, risk, and uncertainty.

. Stability of demand distribution—fixed or varying.

. Demand continuity—smoothly continuous or sporadic and occurring as

lumpy demand; independent.

5. Lead-time (LT) distributions—fixed or varying. LT is the interval between
order placement and order receipt (including recognized need to create an
order and place it).

6. Dependent or independent demand—when components are dependent on

one or more end items, the information system must be able to calculate

linked demands.

NN =

5.2.1 Static versus Dynamic

To explain order repetition, static inventory models have no repetition. They por-
tray “one-shot” ordering situations, whereas dynamic inventory models place orders
repetitively over long periods of time. A few examples underscore the practical nature
of this distinction between only one order and a repetitive stream of orders for the
same item placed over time. Dynamic models are the primary focus of this chapter.

The pure static case also is called a one-period model even though under some
circumstances a corrective “second shot” may be allowed. The “Christmas tree prob-
lem” is a good illustration of the static situation. The owner of a tree nursery that sells
Christmas trees locally said that she placed her orders with a Canadian tree farm
north of Montreal back in July. Reasoning that it would be a good year—Dbecause
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people were feeling more prosperous than the prior year—she had bought the
maximum number of trees that her organization could truck and accommodate.
Unfortunately, the 2 weeks before Christmas were unusually rainy. This discour-
aged people from buying trees for the holiday. In the last week before Christmas,
the owner had posted sale signs slashing prices. She felt that helped but nevertheless,
25% of the trees remained unsold on Christmas eve. Five percent of them were live
trees that could be saved, but 20% would have to be scrapped. The seller’s problem:
how many trees to order in July for next December? Most of the sales take place a
few days before Christmas. There is no time to take corrective action. What is to
be done if too few trees are stocked? Driving up to Canada to replenish supplies is
impractical. Also, there may not be any trees left there to sell. If sales are unexpect-
edly strong, buying locally will cost too much. If too many trees are stocked, the best
alternative is to advertise discounts, hoping to get anyone who was going to buy a
tree to buy it from the overstocked dealer. The dealer never really knows whether the
order size was over or under, or just right, until Christmas day. See Pasternack (1980)
that addresses the single-period inventory problem for donuts.

Other static examples include the storekeeper who has to decide how many
Wall Street Journal newspapers to buy for each day. Only one decision can be made
to buy 7 newspapers. In its purest form, there is no opportunity to correct that
decision based on later information. Another example is the problem of the hot dog
vendor at the ballpark. Consider the department store buyer who places an order in
July for toys to be sold at Christmas time. If the toy is a dud, there is severe over-
stock. If the toy is hot, there will not be enough stock to meet demand. Both types
of situations occur regularly. Another example is the spare-parts order for a complex
machine. When placed with the original order, the parts are relatively inexpensive.
When required later, because of unanticipated failure, the costs are exorbitant. This
spare-parts model is a static decision problem. In the case of overestimated demand,
salvage value is sometimes available. For example, a department store that overbuys
on toys, shipped from abroad in time for the holiday season, may be able to sell
those toys at a discount after the selling season is finished.

Dynamic situations require different considerations because the demand for such
items is constant. Orders are placed repetitively over time. The problem becomes one
of adjusting inventory levels to balance the various costs so that total variable costs
are minimized. Variable, in this case, means these costs change with order size.
Service systems use many kinds of supplies with dynamic demand patterns (as in
hospitals, hotels, restaurants, theme parks, airlines, and educational institutions).

5.2.2 Type of Demand Distribution— Certainty, Risk,
and Uncertainty
There are decision problems that have outcomes known with cerminty, for example,

signing a contract to supply a given number of units converts demand from a risk to
a certainty. Locating a supplier down the block reduces delivery time uncertainty.
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Generally, there is a cost for certainty. Because contracts reduce the producer’s risk,
the buyer expects the price will reflect this fact. The supplier that locates across the
street from the buyer expects compensation for being at that location.

Sometimes certainty is a reasonable assumption. This only works when the
degree of variability will not affect the solution. Then, certainty is assumed for
convenience and it does not violate the spirit of the model. LT for delivery is often
treated in this way. Suppose that 2 weeks is the average LT for a specific case. The
variability around the average will determine if 2 weeks can be used as if it were
certain. It is important that users of inventory models know when the certainty
assumptions are allowable. When LT variability could cause a stock-out, it can-
not be treated as constant. Buffer stock is stock carried to prevent outages when
demand exceeds expectations. Basic inventory methods dealing with OPP make
assumptions about the demand distribution that get translated into buffer-stock
levels. The OPP models on which this chapter focuses are based on demand and
not lead time variability. Order points are stock levels at which new orders are trig-
gered and placed.

Uncerrainty means that there is no good forecast for the probabilities of demand
and/or LT distributions. When uncertainty exists, the probabilities for various lev-
els of demand occurring are speculative. However, when there is a known risk,
some planning can be done. Delivery of critical materials from the port city of
Kobe in Japan always was totally reliable until the January 18, 1995, earthquake
caused serious delays. Some companies factor such possibilities into their planning
and can react quickly. Another example is the 2003 strike in Venezuela, which led
to an increase in the price of oil from $23 to $33 per barrel. The August 29, 2005,
hurricane Katrina devastated New Orleans and closed its busy port for months.
Serious damage had been predicted years in advance. A number of companies
including BMW, Hyundai, P&G, Home Depot, and Wal-Mart had plans in place
to deal with the situation. The earthquake and tsunami in Fukushima Daiichi
(March 2011) and the flooding in Thailand (October 2011) disrupted production
for Toyota and Honda in the United States for at least 6 months. Finite probabili-
ties always exist for various catastrophes. Having a team on hand, ready to assess
the situation, and find solutions can provide significant advantages.

Order cancellations may be a less severe disaster, but they are usually costly
enough to make planning for the event worthwhile. Many production departments
have exposure to the risk that an order in process will be cancelled. Contingency
planning for cancellations shows better production management abilities than
those who react to cancellations after the fact.

When forecasting is difficult because there is no history, systems are developed
to search for advance warning. They are tuned in to whomever might have infor-
mation about orders. Every effort is made to find the key players who originate the
orders and to keep them in the communication loop at all times. Other factors that
might trigger orders also are tracked. Efforts are made to gain some control over the
uncertain occurrences.
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5.2.3 Stability of Demand Distribution—Fixed or Varying

Uncertainty about setting the right capacity for supply includes the possibility that
the demand distribution is changing over time. This could be caused by a stable
shift factor such as seasonality. On the other hand, the drivers of change could
also be unknown. In the latter case, the instability of causal factors is generally
acknowledged to reflect high risk. If it is known how demand is changing, then the
risk levels may be controllable because forecasts of some merit are possible. OPP
methods are applicable to predictable demand distributions. The best of these is
stable demand but forecasts can be modified if it is known how the distributions
are changing. Otherwise, the system is searching in the dark. Other methods than
OPP should be used to manage these situations. Material requirements planning
(MRP) is the most favored alternative when the demand distribution is unknown
or unstable. MRP is not discussed in this book.

5.2.4 Demand Continuity—Smoothly Continuous or Lumpy

Much of the prior discussion applies to demand continuity. OPP needs demand
continuity that can be described as persistence of the stable demand pattern over a
relatively long time period.

MRP as an alternative inventory methodology can deal with the lack of
smoothly continuous demand. It should be noted that assuming smooth and con-
tinuous demand is akin to converting a known risk situation into one of certainty.
The assumption is usually valid and can be tested by simulating different patterns
that are more or less smooth and continuous and measuring the extra costs incurred
for assuming perfect smoothness when, in fact, it is good but not perfect. Such
testing (called sensitivity analysis) is most readily done with computer simulation
programs.

5.2.5 Lead-Time Distributions— Fixed or Varying

LT is the interval between order placement and receipt (order need recognition
and placement times are included). Variability of the LT will be a factor in setting
the size of the buffer (safety) stock. As LTs get longer, inventory systems become
more sensitive to problems that can arise in the supply chain. One of the main
reasons is that with long LTs, correction of errors takes longer. The more critical
the materials are for production, the worse this situation becomes. For materials
that are not critical, the assumption of fixed LTs does not do too much damage.
When materials are critical, inventory planning had best take into account fore-
casts for the LT distribution. In that event, LT distributions will assign additional
units to buffer stocks. Another name for buffer stock is safety stock (SS) because
these units are held to provide protection against variability in demand and (where

applicable) LTs.
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5.2.6 Dependent or Independent Demand

The focus is now on independent-demand systems. This means that orders can be
placed for nondependent items without considering what demand is forecast for
the end products of which they are part. For example, labels for a specific kind of
jam are dependent on the demand for that particular kind of jam. Beach plum jam
is highly seasonal because of the nature of that crop and does not meet the criteria
for stable, continuous demand that characterizes OPP models. Alternatives to OPP
should be used when dependent demand systems are involved. This is applicable for
components and subassemblies that are used as parts of one or more finished prod-
ucts that have sporadic demand. The dependency is greatest when both the timing
and the quantity for end-product demands are not predictable.

5.3 Inventory-Related Costs

The core of inventory analysis lies in finding and measuring relevant costs. Six
main types of costs are discussed and then, in a seventh category, a few others are
mentioned.

The six costs that will be discussed are

. Costs of ordering

. Costs of setups and changeovers

. Costs of carrying inventory

. Costs of discounts

. Out-of-stock costs

. Costs of running the inventory system

A\ N AW N =

5.3.1 Costs of Ordering

The cost of ordering includes those cost items that go into making up and placing
an order, following up of the order and receiving the order. It consists of writing
up the purchase requisition form, making phone calls in connection with specifica-
tions, and ordering, e-mailing, faxing, or mailing purchase orders to the supplier.
All costs that increase as a function of the number of purchase requisitions qualify
for inclusion.

5.3.2 Costs of Setups and Changeovers

In a manufacturing situation, the ordering cost is replaced by the cost of sezzing up
the machines to do a production run. This requires cleaning up from the prior job,
which also is called zaking down. The process is known as changeover, and the costs
can be significant.
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A number of parts may have to be made before the setup is complete. The
cost of learning is involved and defectives play a role. When acquiring equipment,
changeover times and costs can be as important to consider as output rates.

5.3.3 Costs of Carrying Inventory

Inventory is a form of investment. Capital is tied up in materials and goods. The
alternative uses of inventory include spending for R&D, new product and/or pro-
cess development, advertising, promotion, and going global. Some firms even put
the money into financial instruments, the stock market, or the savings bank.

Expanded capacity and diversification are typical opportunities that, when
ignored, incur the cost of not doing that much better with the investment funds.
By holding inventory, the company foregoes investing its capital in these alternative
ways. Such opportunity costs account for a large part of the costs of carrying inventory.

These are the costs over which P/OM can exercise control using inventory poli-
cies. Thus, if a company has shelf space for 1000 units, but can get a discount if
it purchases at least 2000 units, then to get this discount it must expand storage
capacity. It can buy or rent additional space.

There are options for ordering large quantities to obtain discounts without
requiring expanded storage capacity. One of these is vendor releasing, whereby the
supplier agrees to deliver small increments of the larger order over time.

Another method for reducing storage space requirements is the use of
cooperative storage. Commonly used supplies are ordered at discount in large quan-
tities, stored in cooperative warehouses, and dispensed to participating hospitals, in
the same metropolitan area, on an as-needed basis. Airlines share the storage costs
and investment-based carrying costs of commonly used parts such as jet engines.
Cooperative sharing reduces storage costs and increases the availability of expensive
components that require large dollar expenditures.

Items carried in stock are subject to costs of pilferage, obsolescence, deteriora-
tion, and damage. These costs represent real losses in the value of inventory. Pilferage,
which is petty theft, is characteristic of small items such as tools. Department stores
suffer extensively from stolen merchandize. Hotels lose ashtrays and towels. Pencils
and stamps disappear in offices.

Obsolescence may be the most important component of carrying cost because
it happens so often and so fast. Obsolescence occurs quite suddenly because a com-
petitor introduces technological change. Also, it can be the kind of loss that is asso-
ciated with style goods, toys, and Christmas trees. Out-of-season and out-of-style
items can lose value and must be sold at a special reduced rate. The determination
of how much inventory to carry will be affected by the nature of the inventories and
the way in which units lose value over time.

Deterioration affects the carrying cost of a broad range of products. Industrial
products that deteriorate with advancing age include adhesives, chemicals, textiles,
and rubber. Weather deteriorates iron and wood. Rubber gaskets in pumps can fail.
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Food is date stamped but even without that documentation the owners of restau-
rants are keenly aware of the effects of sour milk and stale bread.

Companies put spoilage retardants in foods, but increasingly customers
avoid additives. Adding ingredients to prevent spoilage increases material and
production costs while decreasing the carrying cost for product deterioration.
The net market effect must be factored in as well. Spoiled milk and stale bread
are quickly perceived, but customers can avoid buying products before they
spoil by noting freshness dating information as required for milk and bread.
Whatever cannot be sold because of real or dated deterioration is added to the
carrying cost. Some drugs like aspirin are dated. Although drugs are vulnerable
to spoilage, many people use them anyway because though ineffective they do
not taste bad.

Some products that are not required to use freshness dating are testing its
effect on their market share. Consumer advocacy groups are suggesting regulations
that automobile tires be dated because there is age deterioration in tire materi-
als. Freshness dating not only increases the carrying cost component, but it also
increases demands on operations to make and deliver product as much before the
freshness date as possible. Delays in getting dated products to market will decrease
revenues, productivity, and increase carrying costs. It is evident that consumers
want many product categories to show elapsed time. Freshness dating increases
production and inventory costs.

An added component of carrying cost is both taxes and insurance. If insurance
rates and taxes are determined on a per unit basis, then the amount of inventory
that is stocked will determine directly the insurance and tax components of the
carrying costs.

5.3.4 Costs of Discounts

Accepting discounts by buying at least a certain amount of material involves extra
costs that may make taking the discount unprofitable. An appropriate inventory
cost analysis must be used to determine whether a discount that is offered should be
taken. The extra costs for taking the discount are compared to the savings obtained
from the discount. Extra expenses include additional carrying costs. Part of these
carrying costs is incurred for additional storage space.

5.3.5 Out-of-Stock Costs

When the firm does not have stock to fill an order, there is a penalty to be paid.
Perhaps the customer goes elsewhere, but will return for the next purchase. Then
the penalty is only the value of the order that is lost. If the customer is irritated
by the out-of-stock situation and finds a new supplier, the customer may be lost
forever. The loss of goodwill must be translated into a cost that is equivalent to the
termination of the revenue generation of that customer. The specific cost is how
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much lower the lifetime value of that customer becomes, or the revenue from that
customer may terminate entirely.

If the buyer is willing to wait to have the order filled, the company creates a
backorder. This calls for filling the order as soon as capacity is available or materials
arrive. Backorder costs include the penalties of alienated customers. To avoid this
penalty, some mail-order companies prefer to fill customers’ orders with a more
expensive substitute instead of creating a backorder. The outage cost is related to
the decrease in profit margin. However, the goodwill generated by the gesture is
an intangible addition to long-term profit. Depending on the system that is used
(i.e., backordering, substitutions, fill or kill, and so on), various costs of being out
of stock will occur. The lost-goodwill cost is most difficult to evaluate.

Organizations that are not close to their customers frequently ignore lost good-
will. This may occur because the firm does not know how to measure or recognize
goodwill. Many bureaucracies are identified as neglecting customer satisfaction
inadvertently by overlooking the job satisfaction of their employees who in turn
deal with the customers. Disgruntled employees alienate customers which means
there are fewer happy customers.

5.3.6 Costs of Running the Inventory System

Processing costs that are associated with running the inventory system are referred
to here as systemic costs. These costs are often associated with information system
costs called IT costs. This category of costs is usually a function of the size of the
inventory that is carried and the importance of knowing exact stock levels on-line
immediately.

A big part of systemic expense is keeping up with incessant supplier cost changes,
customer demand alterations, carrying cost modifications, labor costs for keeping
records, and technology alteration costs. Costs are related to the number of people
operating the inventory system. Operating costs also include systems assistance,
programming, and training costs. Training costs are high in well-run I'T systems,
especially when labor turnover is significant and technology improvements acceler-
ate. The amount of time that the system operates (many times round-the-clock)
and the number of locations that are networked into the centralized data system
(round-the-world) have to be factored into this cost.

Systems involving many stock-keeping units (SKUs) are dependent upon hav-
ing an organized information system. There are different SKU part numbers for
each model type, as well as for each size and color. Part numbers for SKUs iden-
tify specific suppliers and indicate where inventories are stored. When there are
frequent online transactions with many SKUs, the amount of detail is great. Such
systems are labor-intensive and expensive to operate.

It makes sense to focus on the SKUs for materials and items that are critical for
production. Also, it makes sense to pay special attention to items that have high
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dollar volume because these items waste the majority of the money allocated if
handled badly.

The status of work in process (WIP) can be monitored by means of bar codes,
radio frequency identification (RFID), and optical readers. Often, these technolo-
gies are combined. There still is no sign of an entirely paperless factory. Systemic
costs continue to be formidable.

5.3.7 Additional Inventory Policy Costs

The six costs previously discussed are generally the most relevant in determining
inventory policy. However, other costs can play a part in specific cases. The costs of
delay in processing orders can take on great significance when a heart transplant is
involved. Not quite as dramatic, every manufacturer recognizes the costs of delay
when lengthy setups are required. Service organizations are sensitive to the costs of
delay. Organizations set goals for the maximum time that can be allowed to elapse
before answering a ringing phone. Airline travel delay is regularly published and the
airlines are keenly sensitive to the measure.

The costs of production interruptions have previously been related to the criti-
cal nature of inventory items. Lost inventory in the warehouse and errors in book-
keeping are causes of interruptions. Lost luggage in airline travel is an example of a
cost to both the traveler and the aitline. In 2010, the Air Transport Industry (ATT)
Baggage Report stated that more than 29 million pieces of luggage were delayed,
damaged, or lost at the world’s airports.

Salvage costs can play important roles, as can the costs required for expedit-
ing orders. The costs of spoilage for food might be better handled as separate costs
instead of as a part of the carrying cost related to obsolescence. The pro-and-con
costs of central warehousing when compared to dispersed warchousing can be cru-
cial. In various circumstances, one or more of these costs can dominate the inventory
policy evaluation. A strong systems study will look outside the typical boundaries
of inventory costs to spot those factors that are influencing the cost/benefit system.

We will study the various analytical models to solve inventory problem under
various situations.

5.4 EOQ Model

The EOQ model, also called the square root model, forms the basis of inventory
control techniques. The EOQ model requires determination of the order quantity
which is the amount of material (Q) to be purchased each time an order is placed,
given the annual demand (D), the ordering cost per order (§), the inventory holding
(carrying) cost per unit per year (/), and the unit cost per item (C). Q is the deci-
sion variable. The best value of Q, which minimizes the total annual cost, is called
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the EOQ. The total annual cost includes the annual ordering cost, annual inven-
tory holding cost, and annual cost of the item. The annual total cost is given by

Annual total cost, 7C = annual ordering cost

+ annual inventory holding cost + annual item cost.

5.4.1 Annual Ordering Cost

The annual ordering cost is the number of orders per year multiplied by the ordering
cost per order. The number of orders in one year is annual demand (D) divided by
the order quantity (Q), that is, D/Q. Therefore, annual ordering cost = (D/Q) * S.

An increase in the value of Q will decrease the annual ordering cost and vice versa.

5.4.2 Annual Inventory Holding Cost

The annual cost of holding inventory is the average inventory multiplied by the
inventory holding cost per unit per year. The average inventory in a year is Q/2 as
explained below.

Suppose the annual demand D = 1200 units. Figures 5.2 through 5.4 show
changes in inventory levels for different values of Q. Figure 5.2, for Q =1200,
shows that 1200 units are purchased at the beginning of the year. So the inven-
tory level at the beginning is 1200 units. The inventory level at the end of the
year (12th month) is zero. The average inventory is, therefore, (1200 + 0)/2 = 600
which is Q/2. Figure 5.3 shows the inventory level variations for Q = 600. The
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Figure 5.2 Order size, Q = 1200.
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Figure 5.3 Order size, Q = 600.

year starts with an inventory level of 600 units that becomes zero at the end
of sixth month. The average inventory during the first 6 months is, therefore,
(600 + 0)/2 =300. At the end of the sixth month, an additional 600 units are
purchased that raises the inventory level to 600 again. The inventory level is zero
again at the end of the year. So the average inventory during the last 6 months
is also (600 + 0)/2 = 300. In other words, the average inventory throughout the
year is 300 = 600/2 = Q/2. Figure 5.4 shows the inventory level variations if
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Figure 5.4 Order size, Q = 400.
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Q =400. In this case, the material will be purchased three times during the year
and the average inventory will be Q/2 = 400/2 = 200.

The annual inventory holding cost is, therefore, given as (Q/2) * H. An increase
in the value of Q will increase the annual inventory holding cost and vice versa.

5.4.3 Annual Item Cost

The annual item cost is calculated by multiplying the annual demand D by the
item cost C, that is, annual item cost = D * C. A change in the value of Q does not
change the annual item cost. It may, however, be pointed out that the annual item
cost will change with a change in the value of Q if quantity discounts are involved.
The quantity discount model is discussed later in this chapter.

5.4.4 Annual Total Cost

The annual total cost is given by

TC:(g]*S+(§J*H+D*C.

5.4.5 Annual Total Variable Cost

In the equation for 7C, the values of D, H, and S are known (or can be estimated).
The only unknown variable is Q which is the decision variable. Therefore, the only
costs that are affected by changing the value of Q are the annual ordering cost and
the annual holding cost. The sum of these two costs is called the annual total vari-

able cost (TVC). TVC'is given by

“[(Ples+[ Q)
rve=(g)es+($)en

5.4.6 Example for Cost Calculations
Suppose D = 1200 units, S=$5.00, H=$1.20, and C= $12.00. Table 5.1 gives

the values of annual ordering cost, annual inventory carrying cost, and annual
TVC for several values of Q ranging from 50 to 300. The annual item cost will
remain constant at $14,400 (= 1200 * 12) irrespective of the value of Q. The range
50-300 is arbitrarily chosen to explain the changes in the values of these costs with
changes in Q. It can be seen in Table 5.1 that as Q increases from 50 to 300, the
annual ordering cost continues to decrease and the annual inventory holding cost
continues to increase. Both 7VC and 7C first decrease, go down to a minimum
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Table 5.1 Various Costs for Different Values of Q

Ordering Inventory

Order Size (Q) Cost ($) Cost ($) TVC (3)

50 120 30 150

75 80 45 125
100 60 60 120
125 48 75 123
150 40 90 130
175 34 105 139
200 30 120 150
225 27 135 162
250 24 150 174
275 22 165 187
300 20 180 200

at Q=100 and then start increasing again. The changes in annual ordering cost,
annual inventory holding cost, and 7VC are shown graphically for various values
of Q in Figure 5.5. From this table, it appears that Q = 100 is the best quantity to
buy. But is it the absolute minimum? The EOQ formula in the following section

will answer this question.
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Figure 5.5 Cost variations based on quantity ordered.
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5.4.7 EOQ Formula

As discussed above, if Q increases, then the total orders per year will decrease and
therefore the annual order cost will also decrease; a higher value of Q will increase
the average inventory and hence the total annual inventory cost will also increase.
Following the same reasoning, if Q decreases, then annual order cost will increase
and annual inventory cost will decrease. The change in the value of Q does not
change the total annual item cost.

The total annual cost (7C) is given by

TC=(S)*S+(§)*H+D*C.

The optimal value of Q that minimizes 7Cis obtained when the annual ordering
costand the annual inventory holding cost are equal, thatis, (D/Q) * §=(Q/2) * H.
Solving this equation gives the formula for EOQ (optimal quantity), Q.

EOQ formula:
/2DS
Qo = 7 -

The Q, for this problem is 100.

2 %1200 *
Qoz,/ligosﬂoo.

It may be noted in Table 5.1 that annual ordering cost and annual inventory
holding cost are equal ($60.00) for Q = 100. The following inset lists various sym-
bols and equations that have been used in deriving the EOQ formula.

D: annual demand

S: order cost/order

H: inventory holding (or carrying ) cost per unit per year
Q: order quantity

Number of orders per year = D/Q

Annual ordering cost = (D/Q) * S

Average inventory throughout the year = Q/2

Annual inventory holding cost = (Q/2) * H

Total variable cost, 7VC= (D/Q) * S+ (Q/2) x H
EOQ is obtained when, (D/Q) * S=(Q/2) x H
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5.5 EPQ Model

The economic production quantity (EPQ) model (also known as the economic lot
size (ELS) model) is used in manufacturing situations where inventory increases at
a finite rate and depends on the production rate and the usage rate of the item under
consideration. In addition to the variables (D, S, H, Q, and C) defined earlier, we
define two more variables: p = production rate per day (daily production rate) and
d = demand rate per day (daily demand rate). The values of p and & must be in the
same time unit. For example, these values could be weekly rates instead of daily
rates. However, daily rates are most common. Q in this case is the production quan-
tity (rather than order quantity) to be made in one lot and §'is the cost of setting up
the machine to produce that one lot. Therefore, S is called the setup cost per set up
(rather than order cost per order).

Let us first study a numerical problem before deriving the equation for EPQ.
Suppose, p =50 units/day, 4= 10 units/day, and Q=500 (production quantity).
The optimal value of Q is called the EPQ. The time to produce 500 units, 7, is
10 days = 500/50, that is, #, = Q/p.

During these 10 days, 50 units are produced per day and at the same time 10
units () are used per day. Therefore, the inventory level is increasing at the finite rate
of 40 =50 — 10 (= p— ) units per day. At the end of 10 days, the total number of
units in inventory will be 400 = 10 * 40. This is the maximum inventory level, 7__ .

At the end of the 10th day, we stop producing this item and then continue to
meet the demand from the inventory of 400 units. The inventory will last for 40 days
(400/10) because we have 400 units in stock and the demand rate is 10 units/day.

The production cycle thus consists of 50 days. For the first 10 days, we produce
and use the item. For the next 40 days, there is no production and there is only the
usage of the item.

After 50 days, the next batch consisting of EPQ units is scheduled for produc-
tion. This is how the cycles continue. Figure 5.6 shows the inventory level variations.

Inventory level variations
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Time in days

Figure 5.6 EPQ model.
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The maximum inventory level as explained earlier, 7, = 400.

[maxz Q* (1 - d/p)

Average inventory =/, /2
Annual setup cost = (D/Q)*S
Annual holding cost = Average inventory * H= ([, /2) x H= H = (Q/2) * (1 — dlp)

T'VC is given by the following equation:

_De . yQf_4
TVC—QS+H2(1 P).

Qgpqp is obtained by equating the annual setup cost with annual holding cost
and then solving for Q.

2DS
Qe =\ (1= dip):

It is worth repeating that the term EPQ is being used instead of EOQ in this
model.

Example: Find the EPQ for the following problem:

Also identify the storage capacity required.

Annual demand =50,000 units; setup cost=$25.00; inventory holding
cost = $5.00 per unit per year.

Production rate = 500 units per day; number of working days = 250.

Demand per day for this question will be 50,000/250 = 200.

It is assumed that demand occurs only during the working days, that is, 250
days in this case.

Using the EPQ formula: Qgp = 912.87.

1., for this problem will be 548. Therefore, the storage capacity is 548.

=912.87.

[ 250,000 * 25.00
Qerq = 5.00 * (1 — 200/250)

1. =912.87 K (1 K 200/500) = 547.72.

5.6 ABC Classification

Materials management—{rom the inception of the purchasing process all the way
through production and the shipping of finished goods—can be improved by
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utilizing a powerful systems concept called the ABC classification. This concept
alerts everyone: Some materials are more important than others—it is prudent to
do what is important before doing what is less important. This concept applies to P/
OM in a number of different. Two are discussed here.

5.6.1 Material Criticality

It is necessary for materials management to categorize the critical nature of parts,
components, and other materials. There are various definitions of “critical” that fit
different situations. When a part failure causes product or process failure, it is a
critical part. Many parts of an airline engine may be critical, in this sense.

The following scenario is relevant. This airline considers parts to be most critical
that have greater than a 10% probability of failing within 1 year. Membership in
this top-ranking group is called A-critical. Perhaps the top 25% of all critical parts
can be classified as being A-critical.

A second set, called B-critical, is identified by the airline as any part that has
greater than a 10% probability of failing within 5 years. A-critical items are excluded.
Perhaps the next 25% of all critical parts can be considered to be B-critical.

The third set, called C-critical, might be associated with greater than 10% prob-
abilities of failing after 5 years. Because 50% of the parts are in the A and B groups,
the remaining 50% of the parts are in the C group. The numbers can be adjusted so
that A, B, and C are 25%, 25%, and 50%, respectively, of the total number of parts.

As an alternative definition, part failure can have a probability (not a certainty)
of stopping the process or product. Thus, a possible description of critical parts
relates to the probability of total process or product failure when the part fails.

The parts are rank ordered by the probability of causing process or product
failure. Say that if the first part fails, there is a 30% probability of product failure.
The next part might have a 20% probability. Perhaps the top 25% of critical parts
has an 80% probability of causing (each independently) product failure. This kind
of situation is depicted in Figure 5.7.

Some processes do not fail as a result of part failure but instead the production
output is reduced by a significant amount. Curves similar to Figure 5.7 can be cre-
ated for such situations.

Criticality is a coined term that can mean crucial to performance or danger-
ous to use. Thus, an alternative definition of criticality could apply to the danger
involved in using materials. Flammability, explosiveness, and toxicity of fumes are
crucial safety factors for materials management. Whichever definition of critical-
ity is used, the procedure is to list first the most critical parts. Next, systematically
rank-order parts according to their relative criticality. The concept of criticality
should reflect the costs of failures, including safety dangers, loss of life, and losses
in production output.

Spare parts and other backup materials should be provided to conform to reme-
dial failure strategies. Also to be considered are replacement parts for preventive
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Figure 5.7 ABC analysis—based on material criticality.

failure strategies. Further, spare parts must be inspected to ensure their continued
integrity over time.

A large South American refinery decided to double its rubber spare parts inven-
tory. Within 2 years, many of the parts had begun to deteriorate and could not be
called upon to replace critical failed parts. The high penalty resulted in a return to
the original policy. Organizations have found that poor spare parts policies can be
an “Achilles’ heel.”

5.6.2 Annual Dollar Volume of Materials

More widely used is a second set of ABC categories based on sorting materials by
their annual dollar volume. Dollar volume is the surrogate for potential savings
that can be made by improving the inventory management of specific materials.
Accordingly, all parts, components, and other materials used by a company should
be listed and then rank-ordered by their annual dollar volume. Start with those
items that have the highest levels of dollar volume and rank order them from the
highest to the lowest levels. The top 25% of these materials are called A-type items.
The next 25% are called B-type items. The bottom 50% are called C-type items.

The ABC method requires individual study of each A-item in depth to improve
its performance. Details include how much to order at one time, which determines
how often to order; who to order from; what quality standards to set; delivery LTs;
the consistency of LTs; as well as all special agreements with suppliers.

B-type items are studied in groups and with less attention to detail. Policies for
C-type items are set to be as simple as possible to administer. C-type items have
low-dollar volume, which means that they have low price per unit or they may have
low volume, or both. Most are C-type because of the low price. Small penalties are
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paid for overstocking such items, so they do not have to be ordered as often. Still,
it may turn out that a C-type item can lead to a critical situation, for example, the
CEO’s bathroom runs out of toilet paper. Toilet paper is a typical C-type item.

If materials managers do not use this ABC systems approach, which sorts
all materials into those that have more potential savings than others, then a
major strategic capability for systematic and continuous improvement is being
overlooked.

Companies differ with respect to what percent of all items stocked account for
75% of their total annual dollar volume. Usually, a small percentage of all items
(such as 25%) accounts for a very large percentage of total annual dollar volume
(such as 75%) as shown in Figure 5.8. The A-type items are labeled in Figure 5.8.
Figure 5.8 portrays a typical case where 20-30% of all items carried account for as
much as 70-80% of the company’s total dollar volume.

There is no fixed convention that A, B, and C class breaks must occur at 25%
and 50%. Some companies use only A and B classes. It is historically interesting
that Del Harder of the Ford Motor Company is said to have developed the ABC
concept in the 1940s. Still, almost 70 years later, it is not well known among those
who have not studied P/OM that inventories of materials conform to a curve that
reflects disproportionately large effects (of criticality and dollar demand) derived
from a small percent of all items in the supply chain. Because the costs of inventory
studies tend to be proportional to the number of items under consideration, materi-
als management always chooses to study and update A-class items.

We will use the following example to illustrate the process to classify items in
A, B, and C categories.

Example: Consider the data given in Table 5.2. There are 10 items labeled P
though Y in the first column. The second column gives the annual volume (number
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of units) and the third column gives the cost per unit of the item. The fourth col-
umn gives the annual dollar volume which is obtained by multiplying the annual
volume (units) by the cost per unit. For example, the annual dollar volume for item
Pis $115,000 (= 125.0 * $92.00). All the 10 items are rank-ordered by their annual
dollar volume. That is, the item that has the highest annual dollar volume is on
the top. The next step is to calculate the percentage of annual dollar volume. This
is obtained by dividing the annual dollar volume of an item by the total annual
dollar volume of all items which is $286,314.90. For example, the percentage of
annual dollar volume of item P is 40.17% (= 115,000/286,314.90) and that of Q is
31.10% (= 89,040.00/286,314.90). The next column in the table gives the cumu-
lative percentage of annual dollar volume. For example, items 2 and Q together
account for 71.26%. Similarly, the first three items P, Q, and R account for 84.17%
(= 40.17% + 31.10% + 12.90%). The next column gives the percentage of the num-
ber of items stocked. Since we are analyzing 10 items, each item accounts for 10%.
The next column gives the cumulative percentage of the number of items stocked.
P and Q together are equal to 20% of all items. The first three items P, Q, and R
account for 30% of all items and so on.

The ABC analysis puts these items in three categories. The first two items P
and Q (20%) account for 71.26% of the annual dollar volume. We can classify
them in the A category. The last five items U through Y (50% of all items) account
for 4.80% (2.97% + 0.74% + 0.72% + 0.23% + 0.07%) of annual dollar volume.
These items can be conveniently classified as C items. The remaining three items
R, S, and T (30%) account for 24.01% (= 12.90% + 6.34% + 4.77%) of annual
dollar volume and are classified as B items. The items at the boundary lie in a gray
area and need executive judgment for appropriate classification. For example, item
R could have been classified in the A category, pushing category A to three items
(309%) with an annual dollar volume of 84.17%.

5.7 Quantity Discount Model

In certain ordering situations, the supplier may give a discount on the price if the
item is purchased in large quantities. This scenario is called quantity discount or price
discount. However, the price discount on large quantities may not always lead to total
lower costs because large quantities will increase the inventory carrying costs. Consider
the following example to understand how the quantity discount model works.

Example: The annual demand (D) for an item is 240,000 units. The ordering
cost per order (§) is $30.00. The inventory carrying cost per unit per year (H) is
30% of the cost (price) of the item, that is, = 30% of C. The vendor has quoted
the following costs (prices) per unit.

B Price 1: $2.80 for order quantity less than or equal to 29,999
B DPrice 2: $2.77 for order quantity 30,000 and above
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To solve this problem, we will compare the total costs for both prices. As in the

EOQ model, the EOQ is given by

2DS
Qo =\"p

and, the total cost (7C) is given by

TC—(QJ S*(z) H+D*C.

We start the calculations by assuming that we plan to buy at the lower price
($2.77). The inventory carrying cost for this price is $0.83 (=30% of $2.77) per
unit per year. The EOQ for this price is 4163 (using the EOQ formula). However,
we cannot buy 4163 units at the price of $2.77 because the minimum quantity
specified by the vendor is 30,000. Therefore, we have to buy at least 30,000 units to
avail of this price discount. We calculate the total cost at this quantity 7C (30,000).
Using the 7C equation:

240, :
7C(30,000) = ( 300000000) 30 + (30 300)

#0.83 + 240,000 * 2.77 = $677,505.00.

We now calculate the EOQ for the higher price $2.80. The value of A for this
price is $0.84 (30% of $2.80). The EOQ is 4140. This quantity is feasible because
we can by up t0 29,999 units at $2.80 per unit. The total cost at this quantity, 7C
(4140) will be

TC(4140) = (22,280) £30 + (41240)

* 0.84 + 240,000 * 2.80 = $675,477.93.

The order quantity for this example is 4140 since 7C(4140) < 7C(30,000). In
case 7C(30,000) was lower than 7C(4140), 30,000 will be the answer. This example
illustrates that a quantity discount is accepted only when it lowers the total costs.

There are other qualitative factors that need to be considered while making
decisions about the order quantity. A materials manager may say “no” to the idea
of buying in a larger quantity even if this larger quantity minimizes the total cost.
Several reasons could explain this position. More cash will be tied up and more
storage space required while buying in large quantities. On the other hand, if there
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is a possibility of a shortage of materials from a delivery disruption, then the larger
order will be preferred. Choosing a smaller order size may indicate an intuition that
in the future prices will fall.

Some factors that make a larger purchase attractive could include

B [s cthere a possibility of a strike?
B Can the purchase of a large quantity make it difficult for competitors to buy it?
B Can the purchase of a large quantity promote further price reductions?

Some factors that make a smaller purchase attractive could include

Should there be a change in the material being used?
Does this item spoil easily?

Does it have to be protected against pilferage?

Does it experience obsolescence?

The reasoning process that has been applied can be extended to any number
of price breaks for quantity discounts. Problems on multiple price breaks are also
included in the set of practice questions at the end of this chapter.

5.8 Lead Times

LT is the interval that elapses between the recognition that an order should be
placed and the delivery of that order. The required LTs for both EOQ and EPQ
models can be identified by studying their respective graphs as shown in Figure
5.9. Note how the diminishing stock level reaches a threshold (or limen) called Qg,
on both diagrams. Qyp stands for the stock level of the reorder point (RP). That
threshold triggers the order for replenishment. The level of stock that is at the RP is
based on having enough stock on hand to meet orders until the replenishment sup-
ply arrives and is ready to be used. The interval between reordering and receiving
that order, and readying the units for use, is called the LT. Figure 5.9 shows how

QRP QRP

B N

Lead time = LT; Reorder point = Qpp

] 7| T

Figure 5.9 Inventory reorder points and lead times.



190 ® Production and Operations Management Systems

the horizontal Qg line intersects the place order and initiate LT line on the down-
sloping side of both the EOQ and the EPQ models.
Eight LT considerations that apply to EOQ or EPQ or both:

1. The amount of time required to recognize the need to reorder. If the RP is
monitored continuously, then this period is as close to zero time as the system
permits. If the stock level is read at intervals, then the average interval for
noting that the RP has been reached is part of the LT interval.

2. The interval for doing whatever clerical work is needed to prepare the order.
This includes determining how much to order and from whom to order. It
might even include preparing for bidding. If multiple suppliers are to be used,
this also includes determining how to divide the order. Self-supply with EPQ
pertains.

3. Mail, e-mail, EDI, or telephone intervals to communicate with the supplier
(or suppliers) and to place the order(s).

4. How long does the supplier’s organization take to react to the placement of an
order? Is a system in place for communicating with everyone who participates
in filling the order? How long does it take to find out if the requested items
are in stock? If the items are not in stock, how long will it take for the supplier
to set up the process to make them? How long will it take to produce, pack,
and ship?

5. Delivery time includes loading, transit, and unloading transporters. If trans-
shipment is needed, the LT period must be extended to take that into account.
This period begins when the product leaves the supplier’s control and ends
when the buyer takes control of the items.

6. Processing of delivered items by the receiving department includes quantity
and quality checks as well determining storage locations and moving items.

7. Inspection to be sure items match specifications either by sampling or 100%
inspection is generally required. Time may be required to deal with problems
uncovered by the inspection.

8. Computers used for updating records are sometimes unavailable until after
normal office hours. The effect of such delays on the production schedule
must be considered.

These eight LT components, when added together, form the total LT.
Determination of good LT estimates requires awareness of all relevant systems fac-
tors. Proper LT determination requires a systems study that traces out all contrib-
uting factors including the averages and variances of these factors. Each situation
requires familiarity with what is actually being done and what needs to be done.

LTs are usually variable. There are delays of varying length in each of the eight
LT components listed earlier. When variance is significant, estimates must be made
of the degree of variability. Although LTs are usually variable, they are often treated
as if they were fixed, single values. There are two reasons for this:
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1. The amount of variability is considered to be small and relatively negligible.
2. It is complex to assume variable demand and variable LT simultaneously.

Then, to take variable LT into account in a quick and easy way, the idea of
increasing protection against stock-outs is used. This is accomplished by assuming
a larger (worse case) average than the actual average for the LT. To illustrate, if LT
is known to average 10 days, and it is also known to range +2 days almost all of
the time, then an estimate of 12 days for LT might be a self-protective move. Extra
inventory would be carried to buffer the 2 days that LT might slip. Airlines add
extra minutes to their flight schedules to reduce the regularly reported frequency
of being late. The uses of safety (buffer) stock is a just-in-case, rather than a just-
in-time, tactic. The much-used perpetual inventory system always employs some
amount of extra stock as protection against surges in demand and delays in deliv-
ery. The question is “how much extra stock?”

5.9 Order Point Policies

Order point policies (OPPs) define the stock level at which an order will be placed.
In other words, as withdrawals decrease the number of units on hand, a particular
stock level is reached. That number of units, called the RP, triggers an order for
more stock to be placed with the appropriate supplier. OPP models specify the
number of units to order. The time between orders varies depending on the order
quantity and the rate at which demand depletes the stock on-hand. So, order size
is fixed and the interval between orders varies. This discussion is about one type of
order point system called the perperual inventory system. It continuously records
inventory withdrawals. Most often it is used online and in real time.

Next, another type of OPP will be described. It is called a periodic inventory
system. On consecutive specific dates separated by the same amount of time, the
item’s record is called up and an order is placed for a variable number of units. The
order size is determined by the amount of stock on hand when the record is read.
It is the date that triggers the review and the order being placed. Therefore, in the
periodic case, the interval between orders is fixed while the ordered amount varies.
The order amount is a function of the rate at which demand occurred in the period
between reviews of the item’s records.

Periodic OPP has become outmoded in some companies because computer sys-
tems enable the perpetual inventory system to be used inexpensively. The perpetual
system has advantages that will be explained. Nevertheless, the periodic system will
be described for two reasons. First, it is used to order certain items together from
the same supplier.

This may be done by small- and medium-sized organizations to obtain carload
freight rates because they do not have sufficient volume to fill a freight car with one
item. They may also want to deliver a number of different items to retailers on a
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(say) once-a-week basis. Having a truck run to fulfill requirements of the perpetual
inventory system could be far too costly. Second, some advanced inventory models
mix the use of the perpetual and the periodic systems with the result that costs are
further reduced. Therefore, it is useful to understand the mechanism of the periodic
model.

Inventory models (such as the two mentioned here) are based on the concepts
and mathematical structure of an EOQ—the fixed amount to order, or an EPQ—
the fixed amount to produce. EOQ and EPQ have been discussed earlier.

There is another set of problems that are not resolved by OPP inventory models.
Those “other” situations are dealt with by MRP—not discussed in this book. At
this moment, the point to make is that MRP is used when the assumptions about
order continuity and consistency of demand that are required by EOQ and EPQ
are not met.

The most important requirements for EOQ and EPQ (which are OPP models)
are consistency of independent demand over time with relatively smooth and regu-
lar withdrawal patterns of units from stock. MRP works for sporadic dependent
demand by using information systems control of messy demand patterns. MRP
requires detailed information-processing capabilities, which have grown enor-
mously since MRP was first developed in the 1960’s. When OPP is an online sys-
tem, dealing with the perpetual inventory management of large numbers of SKUs,
significant information capabilities are also required.

5.10 Perpetual (Fixed Quantity) Inventory Systems

Perpetual, also known as fixed quantity, inventory systems continuously record
inventory received from suppliers and withdrawn by employees. Most perpetual
inventory systems are used online, in real time with some demand variability. The
EOQ and EPQ models discussed so far do not include demand variability. In many
practical situations, this assumption is unrealistic. With modifications, the EOQ
and EPQ models can deal with demand variability.

Variability of demand arises from variations in order sizes. Variability is passed
along the supply chain, affecting everyone. Customers are the primary cause of
demand variability. There are other causes of demand variability as well. These
include stock on-hand replacement to make up for items lost as a result of ware-
house fires, employee pilferage, and the discovery that items in stock cannot be
shipped because they are defective.

Consider what occurs when a machine setting changes, creating a large number
of rejects that cannot be reworked. Production must run larger numbers of items
to compensate for the scrap. More materials must be withdrawn from inventory to
be used by the process. The supplier furnished the usual number of units per order
that was based on the estimate of the expected demand (D). Because demand is
larger than expected, the RP, Qgp, will be reached sooner. The perspective that will
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be used to explain how the EOQ model can be modified to protect the buyer will
assume batch delivery of the quantity:

The same conditions apply. The processes must be ongoing with item demand
being relatively constant over time. It is evident that such modeling does not apply
to job shops with small orders because they lack continuity of demand. The focus
now is on items that are stocked regularly, where the demand can vary. The buyer
orders the EOQ, but has on hand some buffer stock (which is sometimes called
reserve stock or SS). The buffer stock is extra stock so that when demand is heavier
than expected, orders can still be filled.

An option is to design a perpetual inventory system. It is perpetual because
it is an online system, tracking the stock on-hand (SOH) at each transaction of
withdrawal or stock entry. To design the system, it will be useful to answer the fol-
lowing questions:

1. How many buffer stock units should be carried?
The answer involves balancing the added carrying costs for extra stock against
the costs of running out of stock. As one cost goes up, the other comes down.

2. When should an order be placed for the buffer stock?
The buffer stock should be created as soon as it is determined that it is benefi-
cial to have it. It does not have to be replenished when it has been drawn on
to avoid stock-outs because the use of buffer stock is expected to average out
at zero. The only times that this will not apply will be if the demand system
is changing over time or is unstable.

3. How often should an order be placed for buffer stock?
Once, and then whenever the buffer-stock level needs to be updated.

4. How many units should be ordered to meet expected demand?
Use the same economic order quantity.

5. How often and when should the orders be placed for units to meet the demand?
An order is placed whenever the reorder point, Qgy, is reached.

6. How does this perpetual system work?
Withdrawal quantities are entered in the computer each time one or more
units are taken out of stock. These quantities are subtracted from the previous
stock-level balance to determine the new balance quantity of stock on-hand.

5.10.1 Reorder Point and Safety (Buffer) Stock

The RP quantity is designated for each item and is entered in the computer pro-
gram. When the RP has been reached, the program recognizes this fact and an
order is placed for the EOQ. The stock level of the RP (Qgp) is equal to the expected
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(average) demand during the LT period (Di1) plus the safety stock (SS) quantity.
Thus, Qgp= Dy +SS.

The expected demand during LT is a function of average demand per day ()
and the magnitude of LT and is determined as, D;y =4 X LT. It may be noted
that calculation of Dy becomes complex if LT also varies.

The value of SS depends on the variability of demand and the service level thata
company wants to provide. The service level is a measure of the stock-out situations
allowed. For example, a 95% service level means that there will be no out-of-stock
situation 95% of the time during LT.

Assuming that the demand follows a normal distribution, the value of SS can
be determined as SS = z0;, where, 0y is the standard deviation of demand dur-
ing LT and z is a measure of the service level that we want to provide. z is called
standard normal random variable and can be found from its statistical table. For
the 95% service level, the value of z = 1.65. The z table is included in Appendix B.

Determining SS level requires an economic balancing situation between the
cost of going out of stock versus the cost of carrying more inventory. Outages hap-
pen whenever actual demand in the LT period exceeds Qgyp. The likelihood of an
outage occurring will be decreased by increasing the value of buffer stock. The large
buffer stock means that the carrying cost of stock is high to make sure that the
actual cost of stock-outages is small.

5.10.2 Operating the Perpetual Inventory System

The first step to understanding how the perpetual inventory system works is by
studying its graphic representation. Figure 5.10 illustrates the two parts that have
been put together. The EOQ model sits on top of the buffer stock (which is the
shaded rectangle).

Follow the stock on-hand line as it forms an irregular saw-tooth pattern. When
demand becomes greater, the line moves down faster, and when the demand rate
decreases, the line moves down more slowly. In other words, when the slope of the
line becomes steeper, the RP (Qyyp) is reached more quickly. The interval between
orders is variable depending on whether the demand has been faster or slower than
the average rate.

Note in Figure 5.10, the first of the replenishment cycles stops right at the
buffer-stock line. At that point, SOH is zero and no buffer stock is withdrawn.
Demand dips into the buffer-stock region only for the second replenishment cycle.
In other words, buffer stock is called upon once in three replenishment cycles. The
buffer stock withdrawn will be replaced when the next order is received and the
units are put in stock.

The third of the three replenishment cycles shows an order arriving when the
stock level is above the buffer-stock level. If the demand distribution is stable over
time, then the buffer-stock level will average out to the planned number of units

for buffer stock.
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Figure 5.10 Perpetual (fixed quantity) inventory system.

5.10.3 Two-Bin Perpetual (Fixed Quantity) Inventory
Control System

The two-bin system is a smart way of continuously monitoring the order point. Itis a
simple self-operating perpetual inventory system. Figure 5.11 shows the two bins with
familiar labels. Two bins are marked 1 and 2. The optimal order size of Q, units has
been delivered. First, Bin 1 is filled to the RP level. Bin 1 now contains units to cover
expected demand in the LT period plus SS. The remaining units from the delivery
of EOQ = Q, units are put into Bin 2. The bottom of Bin 2 is labeled the RP. When
Bin 2 is emptied, the number of units remaining are all in Bin 1 and they are the RP
in number. Spending a few minutes with Figure 5.11 will make clear the delineation
of the RPs in Bins 1 and 2. Withdrawals are made from Bin 2 first. When Bin 2 is

Bin 2 Bin 1

Reorder point

Reorder point —

QRP

Figure 5.11 Two-bin perpetual inventory control system.
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depleted, an order is placed for the EOQ, and further units are taken from Bin 1. Each
time Bin 2 is emptied, a new order is placed—it is equivalent to reaching the RP. The
two-bin system is not feasible for many kinds of items. When applicable, much cleri-
cal work is eliminated. This two-bin system is well suited to small items such as nuts,
bolts, and fasteners. These are items too small and too numerous to make withdrawal
entries for each transaction. The same reasoning applies to recording withdrawals of
liquids, for which the two-bin system approach is also ideal. See, for example, the
application of two-bin system concept in effective management of a nursing ward for
replenishment of supplies method (heep://www.hec.ca/pages/sylvain.landry/en).

5.11 Periodic Review (Fixed Time) Inventory Systems

Periodic inventory systems are based on review of inventory levels at regular fixed
review periods. These systems were more popular than perpetual inventory systems
before inventory information was digitized and put online. These were ideally suited for
manual entries and when actions should be taken periodically rather than randomly.

Computers outmoded periodic manual systems primarily designed to save
money on the clerical aspects of tracking inventory. However, periodic inventory
systems continue to be used for other reasons. These include requirements of suppli-
ers concerning the timing for accepting new orders, requirements of shippers about
timing deliveries, meeting the schedules of customers, and fulfilling the need to
combine orders to obtain volumes sufficient for shipment discounts.

Some organizations have central warehouses that will only accept orders from
their regional distributors once in a week. Each region expects deliveries on a dif-
ferent day of the week. Further, some industries prefer the regularity of the periodic
method, which can be linked to changeover intervals for production processes as
well as the phases of projects. For example, the stages of buildings must be synchro-
nized with what suppliers deliver.

Periodic inventory systems also play a part in an advanced class of inventory
models (called Ss policies) that combine the ordering rules of perpetual and peri-
odic order systems to obtain lower total costs. These blended methods can be
encountered in big inventory systems installations such as the Armed Forces use.

The optimal interval for periodic review, 7, is based on the square root relation-
ship given in the following equation:

28
ty = | mpr-

DH

The equation for #, can be derived as follows:

Q 1. [2Ds 28
fh = — = — % - = I
" D D H DH "
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Figure 5.12 Periodic review (fixed time) inventory systems.

High-cost items and large carrying costs increase the desirability of short
review periods. High ordering costs and/or large setup costs call for long review
periods.

To use the periodic model, first find and set the review interval. Then set a
maximum inventory level, say M. M is equal to the demand during the review
period and LT and SS. That is, M = d(z, + LT) + SS, where d is the average demand
per unit time (day, week, month, etc.).

Then, at each review, SOH is determined and an order is placed for quantity Q,
where Q = M — SOH. The value of Q will be different each time an order is placed
because in the equation for Q, M is fixed and the value of SOH depends on the
demand during the review period. This is in contrast to the perpetual inventory
model where the order was a fixed quantity at variable intervals. Figure 5.12 illus-
trates the way that the periodic order system functions.

5.11.1 Safety (Buffer) Stock in Periodic (Fixed Time)
Inventory Systems

The size of the buffer stock for the periodic review system is calculated in the same
manner as for the perpetual inventory system. However, the SS for the periodic
inventory system must include protection against unexpectedly great demand—in
a review period plus one LT interval.
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SS for the periodic inventory system is calculated by using the distribution of
demand during (¢, + LT) because after an order is placed, variations in demand can
be experienced during the period #,. Then a review occurs and an order is placed.
Demand variations can continue during the LT. Therefore, exposure to variable
demand before correction can be made occurs over a review period and an LT.
This requires extra stock for protection, which is a major drawback of the periodic
model. The standard deviation of demand during (#, + LT) is calculated as follows:
S 411y = SA/(LT + #;), where 0 is the standard deviation of demand within one
unit time period (day, week, month, etc.).

SS is then calculated as SS = zs, ;1) where s, .17 is the standard deviation
of demand for the interval (¢, + LT) and z is the standard normal random number
and is obtained from statistical tables (see Appendix B) based on the desired service
level.

The periodic model appeals to managers who like bookkeeping and regularity
of actions. On the review date, the books are opened. The ledger is added up and
the order is placed. The market drives actions in the perpetual, whereas the calendar
drives actions in the periodic. The difference is both economic and psychological.

Summary

This chapter addresses “independent demand” inventory management. It explains
OPP models in terms of demand continuity. The costs of inventory are treated.
These include costs of ordering, setups, and changeovers, carrying inventory, dis-
counts, stock-outages, and running the inventory system. Process types differenti-
ate inventory costs.

Then, EOQ models are developed for batch delivery. The TVC equations are set
up and solved. EPQ models for continuous delivery of product are contrasted with
EOQ models. The EPQ are applied to intermittent flow shops. There is discussion
of LT structure, uncertainty, and variability.

Next, the perpetual inventory system with its RP and buffer-stock calculations
is detailed. This includes operation of the two-bin perpetual inventory control sys-
tem. The periodic inventory system is explained including why this system is being
outmoded by computer capabilities—yet it still is needed in certain situations. This
chapter also explains how quantity discount models work. ABC classification of
materials is another powerful concept included in this chapter.

Review Questions

1. It has been stated that, as a rule of thumb, “the best inventory is no inven-
tory.” Discuss this heuristic.
2. How does this rule of thumb apply to gasoline? Is gasoline an OPP commodity?
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. For a toothpaste manufacturer, how is the decision made concerning how

many caps should be ordered? Could it be a different number than the num-
ber of tubes that are ordered at one time?

. How often should an order size be updated?
. What method should be used to determine the order quantity for a raw mate-

rial that is used continuously within a flow shop?

. What method should be used to determine the order quantity for a raw mate-

rial that is used continuously within an intermittent flow shop?

. Who are the people that are responsible for placing orders?
. Benetton is a well-known manufacturer and retailer of clothing all over the

world. The Benetton factories are tied in with retailers so that demand infor-
mation is relatively immediate and complete concerning what is selling and
what is not. How does this information affect lot-size planning?

. Salespeople use hand-held telecommunication devices to communicate

inventory status to the warehouse in a major toy company. Why is this system
needed and what does it affect?

What is carrying cost composed of and what is the range of values that will
be found for this cost under varying conditions?

What is the logic for a buyer to accept a discount offer?

What is the logic for a seller to offer a discount?

Why is there an ordering cost and of what is it composed?

What is the difference between an ordering cost and a setup cost?

When is it likely that an ordering cost will be larger than a setup cost?
When is it likely that a setup cost will be larger than an ordering cost?
Relate the number of orders placed and the order quantity.

Why are OPPs called by that name?

Why are 7VC equations written for OPP models instead of total cost equations?
When discounts are being considered, total cost equations must be used
instead of 7VC equations. Why is this so?

Differentiate between EOQ and EPQ models.

When is lead-time variability a problem and what can be done about it?
How can lead-time variability be modeled?

What is a two-bin system? When is it applicable?

Describe a perpetual inventory system.

Under what circumstances is a perpetual inventory system preferred?
Describe a periodic inventory system.

When is a periodic inventory system preferred?

How can a quantity discount model be used by a buyer and supplier to nego-
tiate a price break point schedule that benefits both of them?

Why is it that multiple price break points for many discount levels can be
examined in the same fashion as one price break point for a single discount?
Is the two-bin inventory system perpetual or periodic?

Distinguish between inventory problems under certainty, risk, and uncertainty.
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Problems

1.

Water testing at the Central Park reservoir requires a chemical reagent that
costs $500 per gallon. Use is constant at 1/3 gallon per week. Carrying cost
rate is considered to be 12% per year, and the cost of an order is $125. What
is the optimal order quantity for the reagent?

. Continuing with the information about the Central Park reservoir given in

Problem 1, the city could make this reagent at the rate of 1/8 gallon per
day, at a cost of $300 per gallon. The setup cost is $150. Use a 7-day week.
Compare using the EOQ and the EPQ systems. What course of action do

you recommend?

. Water testing at the Delaware reservoir requires a chemical reagent that costs

$400 per gallon. Use is constant at 1/3 gallon per week. Carrying cost rate is
considered to be 10% per year, and the cost of an order is $100. What is the
optimal order quantity for the reagent?

. Continuing with the information about the Delaware reservoir given in Problem

3, the town could make this reagent at the rate of 1/4 gallon per day, at a cost of
$500 per gallon. The setup cost is $125. Use a 7-day week. Compare using the
EOQ and the EPQ systems. What course of action do you recommend?

. The Drug Store carries Deodorant R, which has an expected demand of

15,000 jars per year (or 60 jars per day with 250 days per year). Lead time
from the distributor is 3 days. It has been determined that demand in any
3-day period exceeds 200 jars only once out of every 100 3-day periods. This
outage level (of 1 in 100 LT periods) is considered acceptable by P/OM and
their marketing colleagues. The EOQ has been derived as 2820 jars. Set up
the perpetual inventory system. (EOQ with stock-outs.)

. Use the information given in Problem 5, plus the fact that it has been deter-

mined that demand in any 50-day period exceeds 4000 jars only once out
of every 100 50-day periods. This outage level (of 1 in 100 LT periods) is
considered acceptable by P/OM and their marketing colleagues. Set up the
periodic inventory system. (EOQ with stock-outs.)

. Compare the results derived in Problems 5 and 6. What do you recommend

doing? Explain how you have taken into account all of the important differ-
entiating characteristics of perpetual and periodic inventory systems. (EOQ
with stock-outs.)

. Consider the recommendation made in Problem 5, taking into account the

fact that The Drug Store must combine orders for Deodorant R with other
items in order to have sufficient volume to qualify for the distributor’s ship-
ping without charge. With this constraint, what are your recommendations?

. The information required to solve an EOQ inventory problem is as follows:

demand per year (D) = 5000, ordering cost per order (§) = $10.00, cost of the
item (C) = $10 per unit, and inventory carrying cost per unit per year (/) = 16%
of the cost of the item (C). What is the optimal order quantity? (EOQ model).
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Using the information in Problem 9, instead of buying from a supplier the
decision is to make the item in the company’s factory. The new equipment is
able to produce 30 units per day. Cost per item is now $6.00. The set up cost
is $150.00 per set up. What is the optimal run size (EPQ)?

Using the information in Problems 9 and 10, which is better: make or buy?
Using the information in Problems 9-11, what factors that are not part of the
mathematical model might shift the decision?

The following quantity discount schedule has been offered for the situation
described in Problem 9. Should either of these discounts be accepted?
$10.00 for Q < 299

$9.00 for 300 < Q < 499

$8.00 for Q =500

The quantity discount schedule offered in Problem 13 prompted a competi-
tor to offer the following discount schedule. Should any of these discounts be
accepted

$10.00 for Q <250

$9.00 for 251 £ Q £ 599

$7.00 for Q > 600

Compare the answers to Problems 13 and 14 and discuss these results, mak-
ing appropriate recommendations.

Murphy’s is famous for their coffee blend. The company buys and roasts the
beans and then packs the coffee in foil bags. It buys the beans periodically in
quantities of 120,000 pounds and assumes this to be the optimal order quan-
tity. This year it has been paying $2.40 per pound on a fairly constant basis.
The company ships 1,200,000 1-pound bags of its blended coffee per year to its
distributors. This is equivalent to shipping 24,000 1-pound foil bags in each
of 50 weeks of the year. This can be considered to be constant and continu-
ous demand over time. What carrying cost in percent per year is implied (or
imputed) by this policy if an order costs $100 on the average? Discuss the results.
Using the information in Problem 16, suggest a better ordering policy.

The manager of the greeting card production department has been buying
two rolls of acetate at a time. They cost $200 each. Card production requires
10 rolls per year. Ordering cost is estimated to be $4 per order. What carrying
cost rate is imputed? Is it reasonable?

Using the information in Problem 18, if the cost of rolls of acetate increases to
$250 each, what happens to the imputed carrying cost rate? Is this reasonable?
In an inventory control system, the annual demand is 12,000 units; the
ordering cost is $30 per order and the inventory holding cost is $3.00 per
unit per year. The order quantity is 1000 units and the cost per unit of the
item is $150? What is the total cost (7C) per year? TC includes the inventory
holding cost, ordering cost, and the cost of the item.

A company is planning for its financing needs. What is the total cost (7C) per
year given an annual demand of 12,000 units, setup cost of $32 per order, a
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holding cost per unit per year of $4, an order quantity of 400 units, and a cost
per unit of inventory of $150? 7C includes the yearly set up cost, inventory
holding cost, and the item cost.

22. If annual demand is 50,000 units, the ordering cost is $25 per order, and the
holding cost is $5 per unit per year, what is the optimal order quantity?

23. A company is using the EOQ model to manage its inventories. Suppose its
annual demand doubles, while the ordering cost per order and inventory
holding cost per unit per year do not change. What will happen to the EOQ?

24. Find the EPQ for the following problem. Also identify the storage capacity
required.

Annual demand = 50,000 units; setup cost = 25; inventory holding cost = 5 per
unit per year. Production rate =500 units per day; number of working
days = 250.

25. Consider the following data and answer the next four questions.

A plant operates 5 days a week, 52 weeks a year, and can produce at 60 units

per day.

The setup cost for production run is $450.00.

The cost of holding inventory is $5.00 per unit per year.

The annual demand for this product is 5000 units.

a. What is the EPQ?

b. What is the total annual cost of inventory and set up if the batch size (Q)
is 800 units?

c.  What is the number of set ups per year if the lot size (Q) is 1500 units?

d. What is the maximum inventory level if the batch size (Q) is 6002
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Chapter 6

Scheduling

Readers’ choice: A schedule defends from
chaos and whim—Annie Dillard
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higher quality schedules.

Moss, S., Dale, C., and Brame, G., Sequence-dependent
Scheduling at Baxter International, Interfaces; 30(2), 2000,
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tomer while selecting a checkout line. Retailers try to make the
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This chapter discusses scheduling of resources. The resources can take many forms:
facilities and people (departments, machines, work centers, employees) for manu-
facturing and service organizations as well as government and not-for-profit opera-
tions. In essence, production scheduling is planning when jobs are to be started and
finished, who is going to do them, where, and in what order.
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After reading this chapter, you should be able to:

® Explain why production scheduling must be done by
every organization whether it manufactures or provides
services.

® Discuss the application of the loading function.

® Draw a Gantt chart and explain its information display.

B Describe the role of sequencing and how to apply
sequencing rules for one facility and for more than one
facility.

® Classify scheduling problems according to various criteria
that are used in practice.

® Explain the purpose of priority sequencing rules and the
means for using them.

® Describe various priority rules for sequencing—that are
used in practice.

® Apply Johnson’s rule to the 2-machine flow shop problem.

B Analyze dynamic scheduling problems.

6.1 Introduction

The production-scheduling plans are accomplished by the shop loading function
and by the sequencing function in the production department.

Shop loading consists of assigning jobs that are on hand to departments or
work centers or machines. Shop loading is done for hospitals, restaurants, schools,
police, and firemen assignments; in other words, services, manufacturing, and all
other organizational systems. Sequencing for both services and manufacturing is
the next logical procedure. It completes assignments by specifying the order in
which jobs are to be done. In this chapter, we have described various sequencing
policies.

Scheduling decisions rarely achieve optimal assignments for every job at every
facility. Best assignments can seldom be made on a one-by-one basis. Instead, the
problem must be looked at as a whole. As an analogy, NASA found that if every
component of a space vehicle is optimized with respect to its function and only its
function, the “bird will not fly.” Instead, the vehicle must be designed together as
a coordinated system of components. The same applies to the scheduling function.
The assignment of work and its timing need to be orchestrated. Bottlenecks must
be taken into account, and the goal of synchronized manufacturing requires coor-
dination of the entire production department with respect to the mix of jobs that
is being orchestrated.
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The systems approach is called for so that the total set of assignments is opti-
mized. The system’s total costs are minimized or the total profits are maximized.
Total quality (the sum of individual item qualities) and total productivity (the sum of
individual item productivities) are maximized. This means that each and every item
is not at maximum quality and productivity. The nature of the goal is to select assign-
ments that—although less than best individually—result in the overall system’s best.

Production scheduling is always a system’s problem because jobs, people, and
teams compete with each other for best facilities. Jobs (as surrogates for customers)
also compete with each other concerning which gets done first. Facilities compete
with each other for jobs. Departments that do similar work compete with each
other for preferred work. Orders placed with suppliers are tied to priorities with
respect to jobs and customers, so suppliers’ orders also rival each other in terms of
importance and how they are treated.

Strategic planning is required to design the facilities, staff the departments,
select suppliers, and design the product mix—for the expected blend of job shop
orders. In contrast, the flow shop has a specific set of items to be made in volume
on dedicated facilities. The flow shop system is predesigned to optimize the produc-
tion schedule through synchronization. The difference between a job shop and flow
shop is explained later in this chapter.

With the job shop, the company must achieve systems optimization to rational-
ize the various preferences in a way that is not self-defeating. When the systems
point of view prevails, the solutions are company-wide optimizations even though
people and facilities experience suboptimal assignments. Over time, the facilities
need to be altered in such a way as to minimize the degree of suboptimization. That
requires strategic thinking.

The final step of production scheduling assigns actual jobs to designated facili-
ties with unambiguous stipulations that they be completed at specific times. The
steps in scheduling are reviewed below, moving from generic resource planning to
actual assignments at workstations.

1. Aggregate planning (scheduling) developed resource plans based on forecasts of
orders in generic units such as standard hours. This was studied in Chapter 4.

2. Later, with actual orders on hand or with reasonable predictions about orders,
the master production schedule (MPS) assigns jobs to time slots to permit
orders to be placed for required materials using material requirements plan-
ning (MRP). These time period assignments are so well defined that they are
referred to as time buckets. MRP is not the subject matter of this book.

3. The next step in production scheduling is to load facilities, which means tak-
ing the actual orders and assigning them to designated facilities. The loading
function answers the question: Which department is going to do what work?
Sequencing answers the question: What is the order in which the work will
be done?
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It is this third step in production scheduling that does both loading and
sequencing which is the subject matter of this chapter.

6.1.1 Loading

Loading, also called shop loading, is required to assign specific jobs or teams to
specific facilities. Loading is needed for machine shops, hospitals, and offices.
Specifically, loading assigns the work to various facilities like divisions, depare-
ments, work centers, load centers, stations, machines, and people. We will often
use the term “machines” in this chapter when we refer to a facility. Loading releases
jobs to facilities. Although loading assigns work to facilities, it does not specify the
order in which jobs should be done at the facility. Sequencing methods (described
later) determine the order of work at the facility.

Aggregate planning (or aggregate scheduling) used standard hours based on
forecasts to determine what resources should be assembled over the planning hori-
zon. However, loading takes place in the production department when the real
orders are on hand. The loading function loads the real jobs and not the fore-
cast. If the aggregate scheduling job was done well, then the appropriate kinds and
amounts of resources are available for loading. Loading assumes that the material
requirement analysis has been done and that orders have been propetly placed for
required materials and for needed parts and subassemblies. It further assumes that
the parts will be on hand, as planned. A problem in supplier shipments can delay
scheduling production of the affected order. The MPS also made resource assign-
ments that could be modified if capacity was not adequate. Planning actual shop
assignments is a regular, repetitive managerial responsibility. Releasing the jobs, as
per assignment, is another.

Each facility carries a backlog of work, which is its “load”—hardly a case of per-
fect just-in-time in which no waiting occurs. The backlog is generally much larger
than the work in process, which can be seen on the shop floor. This is because work
not assigned yet is waiting. It may appear to be clutter or it can be hidden in storage
spaces. Even when it is visible, it is hard to know the backlog which translates into
an inventory investment which is idle and receiving no value-adding attention. A
major objective of loading is to spread the load so that waiting is minimized, flow
is smooth and rapid, and congestion is avoided.

These objectives are constrained by the fact that not all workstations can do all
kinds of jobs. Some workstations and people are better suited for specific jobs than
are others. Some stations cannot do jobs that others can do. Some are faster than
others and tend to be overloaded. The scheduling objective is to smooth the load
with balanced work assignments at stations.

Methods for loading include assignment method, the transportation method,
and various heuristics. However, these methods are not discussed in this book.
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6.1.2 Sequencing Operations

Sequencing models and methods follow the discussion of loading models and
methods. Sequencing involves shop floor control, which consists of communicating
the status of orders and the productivity of workstations. Sequencing establishes the
order for doing the jobs at each facility. Sequencing reflects job priorities according
to the way that jobs are arranged in the queues. Say that Jobs x, 7, and z have been
assigned to workstation 1 (loading). Jobs x, 7, and z are in a queue (waiting line).
Sequencing rules determine which job should be first in line, which second, etc.
There are different costs associated with the various orderings of jobs. The objective
function can be to minimize system’s costs, or to minimize total system’s time, or
(if margin data are available) to maximize total system’s profit. We discuss several
objective functions later in the chapter.

Good sequencing provides less waiting time, decreased delivery delays, and bet-
ter due date performance. There are costs associated with waiting and delays. Total
savings from regularly sequencing the right way the first time can accumulate to
substantial sums. Re-sequencing can be significantly more costly. When there are
many jobs and facilities, sequencing rules have considerable economic importance.

6.1.3 Scheduling Example

As discussed above, scheduling determines the order in which the jobs assigned to
a machine or a group of machines will be processed. Each job is characterized by
its routing that specifies the information about the operations to be performed, the
sequence of these operations, the machines required for processing these opera-
tions, and the times required for processing these operations. Consider the example
given in Table 6.1 after the loading decisions have been made.

There are three jobs A, B, and C that have to be produced. The loading function
has assigned these jobs to be processed on four machines that are designated as M1,
M2, M3, and M4. Each machine performs a specific function and the machines are
not interchangeable. The three jobs consist of 4, 3, and 4 operations, respectively.
The operations of job A are designated as A1, A2, A3, and A4. The operations of job
B are designated as B1, B2, and B3. Similatly, the four operations of job C are des-
ignated as C1, C2, C3, and C4. Each operation is processed on a specific machine.
Table 6.1 gives the machines required for each operation of each job and its process-
ing time. For example, it shows that the first operation of job A, A1, is processed on
machine M1 and requires 5 days; second operation, A2, is processed on machine
M3 and requires 3 days, and so on. A machine may be required more than once for
a job. For example, operation A4 might have needed M3 again instead of M2. In
that case, the sequence of machines required for job A will be M1-M3-M4-M3.

The operations of all jobs have to follow their processing sequences. For exam-
ple, operation A3 of job A cannot be processed before operation A2. Also, each
machine can process only one job at a time. We also assume that once a job is
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Table 6.1 Example of a Job Shop with Three Jobs and Four Machines

Operation Machine Processing Time

Job Number Number (Days)

A Al M1 5
A2 M3 3
A3 M4 7
A4 M2 4

B B1 M2 2
B2 M3 6
B3 M4 8

C C1 M1 4
C2 M2 6
C3 M3 8
C4 M4 2

started on a machine, its processing cannot be interrupted, that is, preemption is
not allowed. The machines are continuously available and will not break down dur-
ing the planning horizon. This assumption is rather unrealistic but we allow it to
avoid complexity at this stage.

The scheduling function entails the determination of the sequence (order) in
which these jobs will be processed. A production schedule gives the timetable that
specifies the times at which the jobs in a production department will be processed
on various machines. The schedule gives the starting and ending times of each job
assigned to the machines on which the job has to be processed. Figure 6.1 graphi-
cally represents a schedule for the problem given in Table 6.1. As will be seen, there
are various possible schedules for this problem. This figure depicts a Gantt chart.

A Gantt chart represents machines or facilities on horizontal rows. The Gantt
chart in Figure 6.1 has four horizontal rows—one for each machine. A processing
sequence has to be specified to draw a Gantt chart. Suppose the sequencing deci-
sion is to process the jobs in the order A—-B—C. Let us discuss how the starting and
ending times for each job are determined.

Schedule of Job A: The first operation of job A, Al, is to be done on Machine M1
and requires 5 days. Therefore, the Gantt charts shows that Al is scheduled on days
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Figure 6.1 Gantt chart for sequence A-B-C (make-span = 25 days).

1, 2, 3, 4, and 5. It is common practice to say that starting time of Al is zero (0)
and the ending time is 5. The next operation A2 is to be done on machine M3 and
can start as soon as Al is completed. It is shown to be scheduled on days 6, 7, and
8. Again, common practice dictates that we say that starting time of A2 is 5 (which
is the ending time of A1) and the ending time is 8. In other words, the interval 0 to
1 is day 1, the interval 1 to 2 is day 2, the interval 2 to 3 is day 3, etc. Continuing
in this way, A3 is scheduled on M4 from day 8 to day 15; and A4 is scheduled on
M2 from day 15 to day 19. The job A is finished in 19 days which is called the
completion time of job A or the flow time of job A. It may be noted that the total
time of all operations of job A, time of Al + time of A2 + time of A3 + time of
Ad4=5+3+7+4=19. In this case, the flow time of job A is 19 days. However,
in general, the flow time of a job is not equal to the sum of processing times of its
operations because a job might have to wait for its turn to be processed. See the flow
times of jobs B and C below.

Schedule of Job B: The first operation of job B, B1, starts on machine M2 at time
zero and is finished on time 2 (days 1 and 2). The machine required for operation
B2 is M3. The operation B2 can start on M3 as soon as Bl is completed. However,
B2 takes 6 days. If we schedule B2 starting at time 2, the operation A2, sched-
uled to start on day 6 will have to be pushed forward. However, we have made
an assumption that preemption is not allowed which means that A2 cannot be
rescheduled—pushed forward. So B2 will have to wait and start after A2 has been
completed on day 8. Proceeding in this way, B3 is completed on day 23. The flow
time of job B is 23. The total time for job B is time for Bl + time for B2 + time for
B3 =2+ 6+ 8 = 16. However, the flow time of job B is 23 because job B had to
wait for its turn to be processed. It waited on days 3, 4, 5, 6, 7, and 8 (6 days) on M3
when A2 was being processed and on day 15 on M4 when A3 was processed. The
total wait-in-time of job B is 7 days. The total processing time is 16 days. Therefore,
the flow time is 23 days (total job time + total wait-in-time).

Schedule of job C: Using the process described above for jobs A and B, the
start and end times of all operations of job C can be determined. Job C will be
finished at time 25. The flow time of job C is 25, whereas the sum of the process-
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Figure 6.2 Gantt chart for sequence B-A-C (make-span = 27 days).

ing times of its operations is 20 days. Job C had to wait for 5 days on M1 (see
Gantt chart).

The maximum of these flow times is called the make-span or the required sched-
ule time. So the make-span for this problem is 25 which is the largest of the flow
time of job A (19), flow time of job B (23), and flow time of job C (25).

Figures 6.2 and 6.3 give two different schedules. In Figure 6.2, the sequence
is B-A—C (make-span 27) and in Figure 6.3 the sequence is C—~A-B (make-span
30). None of these sequences is better than the sequence A-B—C (make-span 25).

One of the objectives in the scheduling problems is to minimize make-span.
This is also known as schedule time or maximum flow time or maximum job
completion time.

One of the most frequently used objectives in the scheduling problems is to mini-
mize make-span. Of the three solutions presented here, the schedule that orders jobs
in the order A-B—C given in Figure 6.1 is the best. However, can we say that this
is the best solution to this problem? There are many other solutions to this problem.
For a 3-job problem, there are six possible sequences that include ABC, ACB, BAC,
BCA, CAB, and CBA. For a 4-job problem, there will be 24 sequences; and 120

sequences for a 5-job problem. In general, there are 7! (n-factorial) sequences for

Time (days)
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Figure 6.3 Gantt chart for sequence C-A-B (make-span = 30 days).
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an 7-job problem. We are assuming that the same sequence is followed on each
machine.

We will study an optimization technique (Johnson’s rule) to find the sequence
that minimizes make span. We also discuss various other objective functions and
techniques to find an optimal solution for them.

6.2 Classification of Scheduling Problems

The scheduling problems in the literature have been classified according to many
criteria. Some of the important criteria are based on

Sequence of machines
Number of machines
Processing times

Job arrival time
Objective functions

6.2.1 Sequence of Machines

The scheduling problems can be classified as flow shops and job shops based on the
sequence of machines required by the jobs to be processed. A flow shop consists of
several jobs and several machines. All jobs require machines in the same order for
being processed. Table 6.2 gives an example of a flow shop in which three jobs A,
B, and C are processed on four machines M1, M2, M3, and M4. The sequences of
machines to process these jobs are same (M1-M3-M4-M2).

In a job shop, the sequence of machines will be mixed, that is, the jobs may require
machines in different sequences. The example given in Table 6.1 is that of a job shop.

6.2.2 Number of Machines

Scheduling problems are classified as single-machine problems, two-machine prob-
lems, and multiple (3 or more) machine problems.

Table 6.2 Example of a Flow Shop

Machine | Machine | Machine | Machine
for for for for
Opera- | Opera- | Opera- | Opera- | Opera- Opera- Opera- Opera-
Job | tion #1 | tion #2 | tion #3 | tion #4 tion #1 tion #2 tion #3 tion #4

A Al A2 A3 A4 M1 M3 M4 M2

B B1 B2 B3 B4 M1 M3 M4 M2

C C1 C2 C3 C4 M1 M3 M4 M2
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6.2.3 Processing Times

If processing times of all jobs are known and constant, the scheduling problem is
called a deterministic problem. The scheduling problem is called probabilistic (or
stochastic) if the processing times are not fixed, that is, the processing times must
be represented by a probability distribution.

6.2.4 Job Arrival Times

Based on this criterion, scheduling problems are classified as static and dynamic
problems. In the case of static problems, the number of jobs is fixed and will not
change until the current set of jobs has been processed. In the case of dynamic
problems, new jobs enter the system and become part of the current set of unpro-
cessed jobs. The arrival rate of jobs is given in the case of dynamic problems.

6.2.5 Objective Functions

Scheduling researchers have studied a large variety of objective functions. In this
chapter, we will study the following objectives:

Minimize make-span

Minimize average flow time (or job completion time)
Average number of jobs in the system

Minimize average tardiness

Minimize maximum tardiness

Minimize number of tardy jobs

Minimizing make-span has been discussed above and is relevant for two or
more machines. In this chapter, we will discuss the scheduling rules for static and
deterministic flow shop problems consisting of two machines. The other five objec-
tives can be used for any number of machines, both deterministic and probabi-
listic processing times, and for static as well as dynamic problems. However, we
will study these objective functions for a single machine, deterministic, and static
problems. The scheduling rule for job shops and for more than three machines are
complex and beyond the scope of this chapter.

6.3 Two Machines Flow-Shop Problem

Consider a problem with five jobs (A, B, C, D, and E) and two machines M1 and
M2. All five jobs consist of two operations each. The first operation of each job is
processed on machine M1; and the second operation is processed on machine M2.
Table 6.3 gives the machines required for each job and the processing times for each
operation of each job.
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Table 6.3 Data for a 5-Job 2-Machine Flow Shop Problem

Time for Time for

Operation | Operation | Machine for | Machine for | Operation | Operation

Job #1 #2 Operation #1 | Operation #2 #1 (Days) #2 (Days)
A Al A2 M1 M2 8 3
B B1 B2 M1 M2 5 7
C C1 C2 M1 M2 6 9
D D1 D2 M1 M2 7 1
E E1 E2 M1 M2 4 6

The scheduling objective is to find an optimal sequence that gives the order in
which the five jobs will be processed on the two machines to minimize make-span.
Let us find the make-span for one of the sequences, say, A~-B—C-D-E, before
attempting to find the optimal answer. We will draw a Gantt chart to find make-
span. The sequence A—~B—C—D-E tells us that A is the first job to be processed, B is
the second job, and so on. E is the last job to be processed. The Gantt chart for the
sequence A—B—C-D-E is given in Figure 6.4. We must assume that the sequence
is the same on both machines. This is also called “no passing” in the scheduling
literature. The value of make-span (time to complete all jobs) is 36 days. Our objec-
tive is to identify the sequence that minimizes the value of make-span. We will
study Johnson’s rule to sequence jobs to achieve this objective (see Johnson, 1954).

6.3.1 Johnson’s Rule

Johnson’s rule is a proven method to give an optimal solution. There are five
sequence positions 1-5. Johnson’s rule assigns each job to one of these positions
in an optimal manner. This rule also requires that the same optimal sequence is
used on both machines. The rule also assumes that no preemption (no passing) is
allowed which means that once a job is started it cannot be interrupted.

Position 1 Position 2 Position 3 Position 4 Position 5

Gantt chart for sequence A~-B—C-D-E

Time (days)

112(3|4|5|6(7|8|9(10[11|12|13|14|15|16|17|18|19|20(21|22|23|24|25| 26| 27| 28| 29| 30| 31| 32| 33| 34| 35| 36

MI1|A1|A1|A1 A1{A1|A1|A1{A]{B1|B1|B1|B1|B1|C1|C1|C1|{C1|C1|C1 D1 D1 D1 D1{D1 D1 D1 E1{E1|E1|E1

s}

2|E2(E2|E2|E2 (E2|E2

W T T e [ PR

Figure 6.4 Gantt chart for sequence A—-B-C-D-E.
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We use the following four-step process to find the optimal sequence.

Step I: Find the minimum processing time considering times on both
machines.
Step 2: Identify the corresponding job and the corresponding machine for the

minimum time identified at Step 1.
Step 3: Scheduling rule
a. If the machine identified in Step 2 is machine M1, then the job identi-

fied in Step 2 will be scheduled in the first available schedule position.
b. If the machine identified in Step 2 is machine M2, then the job identi-

fied in Step 2 will be scheduled in the last available schedule position.
Step 4: Remove the job from consideration whose position has been fixed in
Step 3 and go to Step 1.

Continue this process until all jobs have been scheduled.

Iteration 1 (see Figure 6.5)

Step I: The minimum time is 1.
Step 2: The job is D and the machine is M2.
Step 3: Since the machine identified at Step 2 is machine M2, the job D will be
assigned to the last available sequence position which is position 5; and
the resulting partial sequence is given below.
Step 4: Delete job D from consideration.

Position 1 Position 2 Position 3 Position 4 D
Machine | Machine . .
. . Time for Time for
Operation | Operation for for ) )
Job #1 #2 Operation | Operation Operation | Operation
p P #1 (Days) | #2 (Days)
#1 #2
A Al A2 M1 M2 8 3
B B1 B2 M1 M2 5 7
C C1 C2 M1 M2 6 9
D D1 D2 M1 M2 7 1
E E1 E2 M1 M2 4 6

Figure 6.5

Iteration 1.
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Oper- Machine | Machine | Time for | Time for
Job Oper- a tfi)on for for Oper- Oper-
ation #1 © Oper- Oper- | ation #1 | ation #2
ation #1 | ation#2 | (Days) (Days)
A Al A2 M1 M2 8 3
B B1 B2 M1 M2 5 7
C C1 C2 M1 M2 6 9
b bt B2 Mt M2 7 t Scheduled
E E1 E2 M1 M2 4 6

Figure 6.6 Iteration 2.

Iteration 2 (see Figure 6.6)

Step I: The next minimum time is 3.

Step 2: The job is A and the machine is M2.

Step 3: The job A will be assigned to the last available schedule position, which
is position 4. After assigning job A to position 4, the partial sequence is
given below.

Step 4: Delete job A from consideration.

Position 1 Position 2 Position 3 A D

Iteration 3 (see Figure 6.7)

Step I: The minimum time is 4.

Step 2: The job is E and machine is M1.

Step 3: The job E will be assigned to the first available schedule position, which is
position 1. The partial sequence after assigning job E to position 1 is given
below.

Step 4: Delete job E from consideration.

E Position 2 Position 3 A D

Iteration 4 (see Figure 6.8)

Step I: The minimum time is 5.
Step 2: The job is B and machine is M1.
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Machine | Machine | Time for | Time for
Oper- | Oper- for for Oper- Oper-
ation #1 | ation #2| Oper- Oper- ation #1 | ation #2

ation #1 | ation #2 (Days) (Days)

Job

A At A2 Mt M2 8 3 Scheduled
B B1 B2 M1 M2 5 7
C C1 Cc2 M1 M2 6 9
b bt B2 Mt M2 7 + Scheduled
E E1 E2 M1 M2 4 6

Figure 6.7 Iteration 3.

Oper- Machine | Machine | Time for | Time for
Job | a tFi)on Oper- for for Opera- | Oper-
#1 ation #2| Oper- Oper- tion #1 | ation #2
ation #1 | ation#2 | (Days) (Days)
A At A2 Mt M2 8 3 Scheduled
B B1 B2 M1 M2 5 7
C Cc1 c2 M1 M2 6 9
b bt b2 Mt M2 7 + Scheduled
E Bt B2 Mt M2 4 6 Scheduled

Figure 6.8 Iteration 4.

Step 3: The job B will be assigned to the first available schedule position, which
is position 2. The partial sequence after assigning job B to position 2 is
given below.

Step 4: Delete job B from consideration

E B Position 3 A D

Iteration 5 (see Figure 6.9)
The only unscheduled job at this stage is C and it will be assigned to the remaining
unassigned position 3.
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Oper- Machine | Machine | Time for | Time for
Jjob | a tli)on Oper- for for Oper- Oper-
#1 ation#2 | Oper- Oper- | ation#1 | ation #2
ation #1 | ation #2 | (Days) (Days)
A At A2 Mt M2 8 3 Scheduled
B Bt B2 Mt M2 5 7 Scheduled
C C1 C2 M1 M2 6 9
b bt B2 Mt M2 7 t Scheduled
E Bt E2 Mt M2 4 6 Scheduled

Figure 6.9 Iteration 5.

The final sequence is given below.

E B C A D

The value of make-span for this sequence will be determined by drawing the
Gantt chart as described below.

6.3.2 Finding Make-Span

The sequence E-B—C—A-D identified by Johnson’s rule guarantees the minimum
value of make-span. However, Johnson’s rule does not give the value of make-span.
It only identifies the best sequence. The value of make-span is obtained either by
drawing the Gantt chart or a computerized algorithm can be used. The Gantt chart
for this optimal sequence is given in Figure 6.10. The value of make-span is 31 days.
This is the optimal answer.

6.3.3 Multiple Sequences

It must be noted that multiple optimal sequences are possible for a given problem.
It means that several sequences can have the same minimum value of make-span.

Gantt chart for sequence E-B-C-A-D

Time (days)
1(2(3(4|5(|6|7(8]9(10|11|12({13(14|15|16(17(18(19|20(21|22|23|24|25|26|27|28(29(30|31|32|33|34(35|36
M1|E1(E1|E1|E1|B1|B1|B1|B1|B1|C1|C1|C1|C1|{C1|C1|A1|A1|A1|A1|{A1{A1|A1|A1{D1{D1{D1|D1|D1/D1D1

M2| | | | |E2|E2|E2|E2|E2|E2|B2|B2|BZ|B2|B2|B2|BZ|C2|C2|C2|C2|C2|C2|C2|C2|C2|A2|A2|A2 D2)

Figure 6.10 Gantt chart for sequence E-B—C-A-D.
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For example, for the problem studied above, the sequence E-C-B-A-D also
gives a make-span of 31 days. However, Johnson’s rule identifies only one of these
sequences.

6.3.4 Breaking Ties

It might happen at Step 1 that there are more than one minimum times. In such a
situation, which job should be picked for assigning a position in the sequence? We
will discuss three different cases of these ties.

Case I: Minimum time is on both machines but for different jobs.
Case 2: Minimum time is on the same machine but for a different job.
Case 3: Minimum time is on both machines but for the same job.

Ties—Case 1: Minimum time is on both machines but for different jobs.

Consider the problem given in Table 6.4. The minimum time is 1 but it occurs
at two places—job A on M1 and job D on M2. In this situation, the ties are broken
at random. Job A may be selected before job D or vice versa.

The sequence if A is selected first and then D, or if D is selected first and then
A will be the same and is given in Figure 6.11. In either case, the resulting partial
sequence is the same. The scheduling algorithm continues until all jobs are sched-
uled. The final sequence is also shown in Figure 6.11.

Ties—Case 2: Minimum time is on the same machine but for a different job.

Consider the problem given in Table 6.5. The minimum time is 1 but occurs
at two places—job B on M2 and job D on M2. The ties are broken at random. B
may be selected before D or D may be selected before B. In this case, two different
partial sequences will result based on which job is selected first.

These partial sequences are shown in Figure 6.12. The scheduling algorithm
continues until all jobs are scheduled. The two final sequences are also shown

Table 6.4 Example Data for Case 1 of Ties

Machine | Machine | Time for | Time for
for for Opera- Opera-
Operation | Operation Opera- Opera- tion #1 tion #2
Job #1 #2 tion #1 tion #2 (Days) (Days)
A Al A2 M1 M2 1 3
B B1 B2 M1 M2 5 7
C C1 C2 M1 M2 6 9
D D1 D2 M1 M2 7 1
E E1 E2 M1 M2 4 6
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Partial scequence after scheduling A and D
A Position 2 Position 3 Position 4
Final sequence
A E B
Figure 6.11 Breaking ties for Case 1.

Table 6.5 Example Data for Case 2 of Ties

Machine Machine | Time for | Time for
for for Oper- Oper-
Operation | Operation | Operation | Operation | ation #1 ation #2
Job #1 #2 #1 #2 (Days) (Days)
A Al A2 M1 M2 8 3
B B1 B2 M1 M2 5 1
C C1 c2 M1 M2 6 9
D D1 D2 M1 M2 7 1
E E1 E2 M1 M2 4 6

Partial Sequence if B is selected first and then D

Position 1

Position 2

Position 3

D

Final sequence if B is selected first and then D

C

A

D

Partial Sequence D is

selected first and then B

Position 1

Position 2

Position 3

B

Final sequence if D is

selected first and then B

C

A

B

Figure 6.12 Breaking ties for Case 2.
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Table 6.6 Example Data for Case 3 of Ties

Machine | Machine | Time for | Time for
for for Oper- Oper-
Operation | Operation | Operation | Operation | ation #1 ation #2
Job #1 #2 #1 #2 (Days) (Days)
A Al A2 M1 M2 8 3
B B1 B2 M1 M2 5 7
C C1 C2 M1 M2 2 2
D D1 D2 M1 M2 7 9
E E1 E2 M1 M2 4 6

in Figure 6.12. In this case, the two final sequences are the same except for the
sequence positions of D and B.

Ties—Case 3: Minimum time is on both machines but for the same job.

Consider the problem given in Table 6.6. The minimum time is 2 but occurs
at two places—job C on M1 and also job C on M2. The ties are broken at ran-
dom. Job C on M1 may be selected before job C on M2 or vice versa. In this
case, two different partial sequences will result based on which combination is
selected first.

These partial sequences are shown in Figure 6.13. The scheduling algorithm
continues until all jobs are scheduled. The two final sequences are also shown
in Figures 6.13. Note that C can be the first job or the last job in the optimal
sequence.

Partial Sequence if C on M1 is selected first

C Position 2 Position 3 Position 4 Position 5

Final sequence if C on M1 is selected first

C E B D A

Partial Sequence if C on M2 is selected first

Position 1 Position 2 Position 3 Position 4 C

Final sequence if C on M2 is selected first

E B D A C

Figure 6.13 Breaking ties for Case 3.
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Table 6.7 Data for Multiple Ties

Machine | Machine
for for Time for | Time for

Operation | Operation | Operation | Operation | Operation | Operation
Job #1 #2 #1 #2 #1 (Days) | #2 (Days)
A Al A2 M1 M2 2 3
B B1 B2 M1 M2 5 7
C C1 C2 M1 M2 2 2
D D1 D2 M1 M2 8 9
E E1 E2 M1 M2 4 2

Comments about ties

In general, all three cases of ties may exist in a given problem. See data in Table
6.7 for multiple ties. The problem is not solved here but is included as Problem 10.
The examples that we considered show ties in the first iteration. However, the ties
may occur during any iteration. The general rule is to break the ties at random.
However, in this chapter, we will break the ties in the alphabetic order, that is
A before B, etc. If the tie is for the same job on the two machines (Case 3), the
ties will be broken by the rule: machine M1 before machine M2. All resulting
sequences, irrespective of the tie-breaking rule, will give the same minimum value
of the make-span.

6.4 Single-Machine Scheduling

There is a single machine on which several jobs have to be processed. The order
in which these jobs will be processed needs to be specified. This schedule will not
be changed until all jobs have been processed. This is the “static” version of the
problem. In the “dynamic” version, the schedule can be altered. Dynamic version
is studied in Section 6.5.

6.4.1 Objective Functions

Many criteria exist for evaluating production schedules. We considered minimiz-
ing make-span while studying the 2-machine flow-shop problems. In the case
of a single-machine problem, minimizing make-span is irrelevant because all
sequences will give the same make-span which is the completion time of the last
job in the sequence. For a single-machine problem, minimizing average flow time
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which is the average amount of time required to complete each job in the group
is a more appropriate criterion. Another measure is the average number of jobs in
the system. Both of these measures are functions of the start time and end time
of each job.

At this point, we introduce another term “due date” for each job. The due date
for a job gives the time by which a job needs to be completed. If a job is completed
after the due date, the job will be tardy. We will study three additional criteria to
evaluate a production schedule that is based on the tardiness of the jobs.

Thus, we study a total of five objective functions for the single-machine prob-
lem. These include the minimization of

Average flow time

Average number of jobs in the system
Average tardiness

Maximum tardiness

Number of tardy jobs

6.4.2 Scheduling Rules

There are several rules that can be used to find the order of processing the jobs.
However, we will study the following three scheduling rules in this section.

B First come first served (FCFS). The jobs are processed in the order in which
they arrived at the machine.

B Shortest processing time (SPT). This is also called as shortest operation time.
Among jobs on hand, the job that requires the minimum processing time is
processed first and then the other jobs are processed in the ascending order
of their processing times.

B Earliest (shortest) due date (EDD). The job that has the smallest due date is
processed first and then the other jobs are processed in the ascending order
of their due dates.

Other scheduling rules include slack time and critical ratio. Slack time is defined
as the due date—processing time, and critical ratio is defined as processing time

divided by due date.

6.4.3 Example

Consider the example given in Table 6.8. There are five jobs A, B, C, D, and E. A is
the first job that arrived in the production department. B, C, D, and E followed A
in this order. The processing times and due dates of all jobs are also given. The order
in which these jobs have to be processed needs to be specified.
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Table 6.8 Data for a Single Machine

Days
Job Time Due Date
A 17 45
B 12 35
C 22 27
D 18 54
E 26 47

6.4.3.1 FCFS Rule

Table 6.9 gives answers by using the FCES rule. The order of processing is A, B, C,
D, and E. In addition to the data given in Table 6.8, we have added the completion
time and the tardiness of each job in Table 6.9. A is the first job to be processed. It
will start at time zero and will be completed at time 17 because its processing time

Table 6.9 FCFS Rule

Due Completion
Job Time Date Time Tardiness
A 17 45 17 0
B 12 35 29 0
C 22 27 51 24
D 18 54 69 15
E 26 47 95 48
Total 261 87
Average completion time 52.2
Average number of jobs 2.75
in system
Average tardiness 17.4
Maximum tardiness 48
Number of tardy jobs 3
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is 17. Its due date is 45. Therefore, the job is not tardy and its tardiness is zero. As
soon as job A is completed, job B starts at time 17. The processing time of job B is
12. So job B will be completed at time 29 (= 12 + 17). The due date is 35. The job
is not tardy and therefore its tardiness is zero. In this way, the completion time and
tardiness of all jobs are completed.

In general, the completion time and tardiness are calculated using the following
equations:

Completion time = Start time + Processing time.
Tardiness = Completion time — Due date.

However, the tardiness equation may give a negative number. For example,
using this equation, the tardiness of job A = 17 — 45 = —28. When there is a nega-
tive tardiness, we make it zero. We can also write the tardiness equation as

Tardiness = Larger of [0 or (Completion time — Due date)].

It may be of interest to note that in the scheduling literature lateness is defined
as Lateness = Completion time — Due date, and this number can be positive or
negative. A negative value of lateness means the job is early. A zero value of late-
ness means that the job is on time and a positive value for lateness means the job
is tardy.

6.4.3.2 Calculation of Objective Functions

Average completion time: Add completion times of all jobs and divide it by the
number of jobs. For the data in Table 6.9, the average completion time of all
jobs is =52.2 = 261/5.

Average number of jobs in the system: This is obtained by dividing the total of
completion times of all jobs by the completion time of the last job. For the
data in Table 6.9, the average number of jobs in the system is = 2.75 = 261/95.

Average tardiness: Add tardiness of all jobs (including zero tardiness) and divide
it by the number of jobs (including jobs with zero tardiness). For the data
given in Table 6.9, the average tardiness = 17.4 = 87/5.

Maximum tardiness: This is the maximum of all numbers in the tardiness col-
umn. The maximum tardiness is 48 (job E) for the data given in Table 6.9.
Number of tardy jobs: Count the number of jobs that are tardy. Three jobs (C, D,

and E) are tardy for the data given in Table 6.9.

6.4.3.3 SPT Rule

The jobs are processed in the increasing order of their processing times when using
the SPT rule. The job with the minimum processing time B (12) is processed first.
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Table 6.10 SPT Rule

Due Completion
Job Time Date Time Tardiness
B 12 35 12 0
A 17 45 29 0
D 18 54 47 0
C 22 27 69 42
E 26 47 95 48
Total 252 90
Average completion time 50.4
Average number of jobs in 2.65
system
Average tardiness 18
Maximum tardiness 48
Number of tardy jobs 2

B (12) is followed by A (17), D (18), C (22), and E (26). Table 6.10 shows the order-
ing of jobs (under the column Job). The calculations of the objective functions fol-
low the same procedure as described for the FCEFS rule.

6.4.3.4 EDD Rule

The jobs are processed in the increasing order of their due dates. The job with the
minimum due date C (27) is processed first, and is followed by B (35), A (45),
E (47), and D (54). Table 6.11 shows the ordering of jobs (under the column Job).
The calculations of the objective functions follow the same procedure as described
for the FCEFS rule.

Note: It should be noted that make-span is the same (95) for all scheduling
rules discussed above. Therefore, minimizing make-span is not used as a criterion
in single-machine problems as mentioned earlier.

6.4.3.5 More on FCFS or First-In, First-Out Sequence Rule

The most natural ordering for doing work is in the order that the jobs are received.
This means that the first jobs into the shop get worked on first. This is sometimes
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Table 6.11 EDD Rule

Due Completion
Job Time Date Time Tardiness
C 22 27 22 0
B 12 35 34 0
A 17 45 51 6
E 26 47 77 30
D 18 54 95 41
Total 279 77
Average completion time 55.8
Average number of jobs in 2.94
system
Average tardiness 15.4
Maximum tardiness 41
Number of tardy jobs 3

called FIFO for “first-in, first-out.” Supermarkets like to use FIFO for their
expiration-dated products (do not use after 4 April 2011). There is a cost advantage
in getting older products on the shelves to be purchased first. LIFO, which is “last-
in, first-out,” frequently causes spoiled milk problems. That is because the first-in
with the earlier date is waiting until all of the later-date items are purchased or
shipped. If there is no age-spoilage problem then, as its advocates point out, LIFO
can save warchouse-handling costs. LIFO items are more readily accessible. So,
where the product date does not matter, and where you have to move a lot of things
away to gain access to the first ones in, LIFO may save money.

FIFO is an appealing sequencing policy because it seems to be the fairest rule
to follow. Sometimes—to emphasize the fair treatment sense—as has been stated
before, FIFO is called “first-come, first-serve” (FCES). Customers can get angry
when someone seems to jump to the head of the line (last-come, first-serve). The
cost of angry customers is not to be trivialized.

In another sense, FIFO seems to be unfair because it penalizes the average cus-
tomer. The penalty is extra waiting time for processing time of the average order.
This means that on-average regular customers will wait longer—even though FIFO
satisfies first-come, first-serve. We should note that the SPT rule provides the best
situation for the average customer since it offers the minimum average waiting time.
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Customers who regularly submit orders with short processing times will benefit
if the job shop does not employ the FIFO rule, but uses instead an SPT priority
rule. Customers who regularly submit long orders may be discriminated against by
the shortest processing rule. If so, compensatory steps can be taken at the discretion
of those doing the sequencing.

6.5 Dynamic Scheduling Problems

A scheduling problem is classified as a dynamic problem if the number of jobs is not
fixed. The examples include new production orders, customers in a bank, shoppers
in a store, cars at a gas station, etc. The new jobs (production orders, customers,
cars, etc.) keep on coming into the system, and the schedule needs to integrate new
arrivals every time that a new schedule is prepared which is usually whenever a job
is completed.

6.5.1 Example

Consider a single-machine problem for which the data are given in Table 6.12.
There are five jobs A, B, C, D, and E that are waiting to be processed. Suppose
the SPT rule is being used. Table 6.13 gives the order in which these jobs will be
processed using the SPT rule. B is the first job to be processed followed by A, D,
C,and E.

Job B starts at the current time (zero) and will finish at time 12. When job B
is finished, the next job to be processed will be job A if no other jobs have arrived
in the system. Suppose two new jobs F and G arrive in the system when B is being
processed. F arrives on the fifth day and G arrives on the 10th day. Also assume that
the processing time of job F is 8 days and that of G is 20 days.

After job B has been processed, there are six jobs (A, C, D, E, F, and G) that are
waiting to be processed. Since the scheduling rule is SPT, the job with the mini-
mum processing time from among the jobs that are waiting to be processed will be

Table 6.12 Data for Dynamic Scheduling Problem

Job Time (Days)
A 17
B 12
C 22
D 18
E 26
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Table 6.13 SPT Sequence

Job Time (Days)
B 12
A 17
D 18
C 22
E 26

Table 6.14 SPT Sequence after Job B is Processed

Job Time (Days)
F 8
A 17
D 18
G 20
C 22
E 26

scheduled next. Table 6.14 gives the schedule at this time using the SPT rule. The
next job to be processed is F which is followed by A, D, G, C, and E. Job F will be
completed at time 20 (12 + 8) where 12 is the completion time of job B. If more
jobs arrive in the system while F is being processed, they will be integrated with the
current jobs and a new schedule will be developed.

These are called dynamic problems since the schedule is continuously updated.
We considered the example of a single-machine problem. However, the dynamic
situation is faced in multiple-machine problems also. This is a tradeoff example of
where the systems approach must be used to consider the costs of interrupting the
prior schedule in order to obtain the advantages of continuous updating.

6.5.2 Objective Functions for Dynamic Problems

Objective functions for dynamic problems are defined in the same way as for single-
machine static problems. The values of completion time and tardiness of each job
are recorded, and the values of the objective functions can be calculated at any time
based on the number of jobs completed at that time.
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Summary

Production scheduling is the culminating series of steps that determines when
orders are to be worked on, where, and by whom. The function goes back to the
carliest days of systematic production and assignment of service jobs to work crews.

The quote with which we began this chapter from the writer Annie Dillard
captures the point that schedules prevent operating under chaotic conditions and
mistaken whimsy. Scheduling methods are designed to bring order and efficiency
to the work process. They are also a sensible way to deal properly with what counts.
Stephen Covey (www.forbes.com/sites/kevinkruse/2012/07/16/the-7-habits/) stated,
“The key is not to prioritize what’s on your schedule, but to schedule your priorities.”

The Gantt load chart was developed in early 1900’s, and it is still used. Loading
decisions concern which jobs are to be assigned to which teams or facilities. Jobs
on-hand are relatively risk-free to schedule. Jobs that are on the books as fore-
casts are problematic. Depending on the real situation, they may not be scheduled
because there is too high a risk of cancellation.

Loading is nonspecific to job order, so it is always followed by sequencing and
scheduling. The classification scheme for scheduling based on various criteria is
discussed. There is strong methodology to determine the best order for job process-
ing. Which job goes first, second, and so on? Service system managers often require
first-come, first-serve so that their customers do not get upset. The same applies to
production deliveries. Customer systems are criticized when the “fairness criterion”
[first-in, first-out (FIFO)] is violated. Nevertheless, the alternative of processing
orders so that SPTs go first provides benefits to everyone except those who regularly
have orders that take a long time to process. Choosing the criteria is a systems prob-
lem that should reflect the basic values of the organization.

Gantt layout charts are used to organize sequencing assignments. The sequenc-
ing situation depends on the number of jobs (1) and the number of machines ()
that are available to work on the jobs. Solution methods differ according to the
number of facilities (machines, 7). Various scheduling rules are developed for
single-machine problems. Johnson’s rule is described for the two-machine flow-ship
problems. The problems of dynamic scheduling are also discussed.

Review Questions

1. Describe the loading function.

2. Explain a Gantt chart.

3. What is a flow shop?

4. Distinguish between flow and job shops.

5. When does FIFO make sense as a sequencing rule?

6. When does LIFO make sense as a sequencing rule?
7. When should SPT be used?
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8. What is a dynamic scheduling problem?
9. Describe the conditions when customers receiving services in a bank consti-
tute a dynamic problem. Differentiate the conditions for a static problem.
10. What factors will you consider in choosing a checkout line in a grocery store?
11. Why may it not be desirable to complete a job before its due date?
12. The schedule has been set when suddenly a “very important customer” sends
in a new order and demands it go to the head of the line. What considerations
will you discuss with your colleagues?

Problems

1. What is the order of processing the jobs using Johnson’s rule for the data
given in the following table?

Processing Times (Days)
Job Machine 1 Machine 2
A 8 12
B 4 9
C 11 7
D 2 6
E 10 5

2. What happens if you add job F to the above table in Problem 1 which takes
2 days on Machine 1 and 1 day on Machine 2?

3. Draw a Gantt chart and find the value of make-span (time to complete all
jobs) using the sequence A~B—C—D-E for the following problem:

Processing Time (Days)
Job M1 M2
A 8 6
B 9 4
C 3 7
D 2 6
E 6 5
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Use the data given in the following table to answer the next four problems. The

table gives the order in which five jobs arrived in the production department; their
processing times and due dates.

Job Processing Time (Days) | Due Date (Days)
A 18 46
B 13 33
C 21 25
D 19 52
E 24 48

4. What is the average number of jobs in the system using the EDD rule?
5. What is the average tardiness using the FCFS rule?
6. What is the number of tardy jobs using SPT rule?

7. What is the average completion time using FCES rule?

8. Suppose